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Abstract

Modular composition is the problem of computing the coefficient vector of the polynomial
f(g(x)) mod h(x), given as input the coefficient vectors of univariate polynomials f, g, and h
over an underlying field F. While this problem is known to be solvable in nearly-linear time
over finite fields due to work of Kedlaya & Umans, no such near-linear-time algorithms are
known over infinite fields, with the fastest known algorithm being from a recent work of Neiger,
Salvy, Schost & Villard that takes O(n!'4?) field operations on inputs of degree n. In this work,
we show that for any infinite field IF, modular composition is in the border of algebraic circuits
with division gates of nearly-linear size and polylogarithmic depth. Moreover, this circuit family
can itself be constructed in near-linear time.

Our techniques also extend to other algebraic problems, most notably to the problem of
computing greatest common divisors of univariate polynomials. We show that over any infinite
field IF, the GCD of two univariate polynomials can be computed (piecewise) in the border sense
by nearly-linear-size and polylogarithmic-depth algebraic circuits with division gates, where
the circuits themselves can be constructed in near-linear time. While univariate polynomial
GCD is known to be computable in near-linear time by the Knuth-Schénhage algorithm, or by
constant-depth algebraic circuits from a recent result of Andrews & Wigderson, obtaining a
parallel algorithm that simultaneously achieves polylogarithmic depth and near-linear work
remains an open problem of great interest. Our result shows such an upper bound in the setting
of border complexity.
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1 Introduction

In this work, we study the complexity of two natural algebraic problems: modular composition
and greatest common divisors (GCDs) of univariate polynomials. We start with a brief discussion
of these problems and the state of the art for them.

Modular composition: For modular composition, the input consists of the coefficient vectors of
three univariate polynomials f(x), g(x), and h(x) over an underlying field FF, and the goal is to
compute the coefficient vector of the remainder obtained by dividing the composed polynomial
f(g(x)) by h(x). While several natural algebraic problems such as polynomial multiplication,
multipoint evaluation, polynomial interpolation, and division with remainder have nearly-linear-
time algorithms,! all building upon the remarkable fast Fourier transform, obtaining such nearly-
linear-time algorithms for modular composition appears to be a much more challenging problem.
In fact, even the seemingly easier task of obtaining an algorithm that is faster than the obvious
O(n?) time algorithm for modular composition doesn’t appear to have an immediate solution!

In 1978, Brent and Kung [BK78] gave an algorithm for modular composition that runs in time
5(11(“’“)/ 2), where w is the exponent for matrix multiplication. In their algorithm, they used a
baby-step giant-step based technique to reduce the problem to rectangular matrix multiplication.
Since we have matrix multiplication algorithms with w < 3, this gives us a non-trivial sub-quadratic
algorithm for modular composition. But even after assuming the best matrix multiplication constant
of w = 2, their algorithm does not beat the runtime of O(n!). For many years, the algorithms from
[BK78] essentially remained the fastest algorithm for modular composition over any field IF. Over
finite fields, this state of art was significantly improved in a work of Kedlaya & Umans [KU08] who
gave a nearly linear time algorithm for modular composition over such fields. The techniques in
[KUO8] appear to be heavily tailored to the setting of finite fields and it is unclear if the ideas from
there can be lifted to obtain speed ups over fields like the complex numbers. More recently, a work
of Neiger, Salvy, Schost & Villard [NSSV24] gave the first algorithm for modular composition with

time complexity better than n!-

over infinite fields. Their algorithm, which is randomized, again
involves (an extremely delicate) reduction to matrix multiplication, and is the first improvement
over the results in [BK78] over infinite fields. As noted in [NSSV24], the algorithm there does not
yield a near-linear-time algorithm for modular composition, even if one assumes the exponent of
matrix multiplication w is 2. Over finite fields, while the algorithm in [NSSV24] is much slower
than that in [KUO08], it does have a qualitative advantage—it can be viewed as being algebraic over

the underlying field, i.e., it only uses basic arithmetic over the underlying field and zero tests.?

IThroughout the paper, by nearly-linear time, we mean time complexity of the form n'+°(1), We also use the notation

O(n) to denote functions bounded by O( poly(logn)).
2Such algorithms are referred to as algebraic computation trees in the literature, and can essentially be thought of as
algebraic circuits empowered with the ability to branch on a zero test. See Chapter 4 in [BCS97] for a detailed discussion

on these models.



This is in contrast to the algorithm in [KU08], which makes crucial use of bit operations on the field
elements. Recently, there has been significant progress for the special case of modular composition
where hi(x) = x", which is also referred to as power series composition. Kinoshita and Li [KL24]
gave a nearly-linear-time algorithm for power series composition based on the classical technique
of Graeffe iteration. Their algorithm only uses algebraic operations over the underlying field and
works over all fields.

The scientific interest in the problem of designing faster algorithms for modular composition
stems from two sources. The first source of motivation is the numerous applications and connections
that fast algorithms for modular composition have to fast algorithms for other algebraic problems.
This includes applications towards obtaining the current fastest algorithms for factorization of
univariate polynomials over finite fields [KS98, KU08], algorithms for normal bases computation
[KS98, GJS21], arithmetic operations on algebraic numbers [BFSS06], and computing minimal
polynomials of algebraic numbers [Sho94, Sho95, Sho99]. The second source of motivation is the
fact that, unlike many other basic problems in computational algebra, modular composition seems
resistant to the design of near-linear-time algorithms. Numerous problems have decades-old
near-linear-time algorithms that use ideas based on the fast Fourier transform, but there were no
linear-time algorithms for modular composition over any field till the work of Kedlaya & Umans.
The fastest algorithms for modular composition over infinite fields remain far from near-linear
time, and designing such algorithms remains an open problem of great interest (see, e.g., open
problem 12.19 in [vzG(G13] and open problem 2.4 in [BCS97]).

Greatest common divisors of polynomials: The second main problem of interest in this work
is the task of computing the greatest common divisor (GCD) of two univariate polynomials with
coefficients in a field. Computing the GCD is a fundamental operation in computer algebra, and
the complexity of this task has been studied extensively. The Euclidean algorithm, one of the oldest
algorithms to survive to the modern day, computes the GCD of two degree-n polynomials in O(n?)
time when implemented with fast polynomial arithmetic. The Knuth-Schénhage algorithm—also
known as the half-GCD algorithm—improves this to O() time by a clever use of divide-and-
conquer [BCS97, Chapter 3]. The GCD can also be computed quickly in parallel: using parallel
algorithms for linear algebra, Borodin, von zur Gathen, and Hopcroft [BvH82] showed that the
GCD can be computed in O(log® n) parallel time with poly(n) work.> A surprising recent result
of Andrews & Wigderson [AW24] improved this to O(log n) parallel time over fields of zero or
sufficiently large characteristic, and subsequent work of Bhattacharjee et al. [BKR"25] extended
this to all sufficiently large fields. In fact, these later results show that the GCD can be computed
(piecewise) by unbounded fan-in algebraic circuits of constant depth and polynomial size.

3As with modular composition, we formalize algorithms for the GCD using the model of algebraic computation
trees. Here, the parallel time of an algorithm corresponds to the depth of the tree, and the total work corresponds to the
number of gates in the tree.



While the GCD can be computed either in near-linear time sequentially, or in O(logn) parallel
time, it is not clear if there is a single algorithm that simultaneously achieves polylogarithmic
parallel time and near-linear total work. The divide-and-conquer scheme appearing in the half-GCD
algorithm is not obviously parallelizable, since the input to one recursive subproblem depends on
the solution of its sibling subproblem. Known parallel algorithms either make use of linear algebra
on 1 X n matrices or interpolate coefficients of polynomials of degree n, both of which incur at least
O(n?) total work when implemented in a straightforward manner. Finding such an algorithm for
the GCD is an interesting and important challenge.

Having discussed the main motivating questions for this work, we are now ready to state our

results.

2 Our results and prior work

To state our results, we need the notion of algebraic circuits and border complexity of rational
functions over an underlying field IF. We start by recalling these notions.

Algebraic circuits and border complexity

An algebraic circuit over a field FF is a directed acyclic graph with leaves labeled by formal variables
and field constants, and internal nodes (called gates) labeled by field operations (+, x,+). For
this work, we will consider circuits where the internal gates have fan-in 2. The circuits compute a
formal rational function over the underlying field in a natural sense—an input gate computes the
polynomial equal to the field constant or the variable that is its label; a sum (+) or product (x)
gate computes the sum or product, respectively, of its inputs; and a division gate (<) gate outputs
the rational function whose numerator is the gate’s left child and whose denominator is the right
child. The size of such a circuit refers to the number of edges in it and the depth refers to the length
of the longest path from an output gate to an input gate.

We say that a polynomial f(x) € F[x] is in the border of algebraic circuits of size s if there is an
algebraic circuit C of size s over the field IF(¢), for a new formal variable ¢, such that the polynomial
computed by C is of the form f(x) + €g(x, ¢), where g € Fl[e][x] is a polynomial in x and e. We
abbreviate this by saying that C computes f(x) + O(¢). In other words, if we were allowed to set &
to zero in C, the resulting circuit would compute the polynomial f. However, the circuit C may
not be well-defined at ¢ = 0, since C is permitted to divide by & during its computation. While the
border complexity of a polynomial is clearly upper bounded by its algebraic circuit complexity, the
relationship in the other direction is not well understood and is an important and active research
direction in algebraic and geometric complexity [GMQ16, BIZ18, Kum20, DDS22, 1522, CGGR23,
DGI"24, DIK"24, Shp25]. For more on this, we refer the reader to the recent survey of Dutta and
Lysikov [DL25].



We now state and discuss our results. Throughout, we use coeff( f) to refer to the coefficient
vector of a polynomial f.

Border complexity of modular composition

As our first main result, we show that over any infinite field IF, if we view modular composition
as a formal rational function in the coefficients of the three input polynomials of degree 1, then
its border algebraic circuit complexity (henceforth simply border complexity) is nearly linear in n.
Moreover, these near-linear-size circuits are of polylogarithmic depth and are uniform in the sense
that they can be constructed in near linear time in their size. More formally, we have the following

theorem.

Theorem 2.1 (Border complexity of modular composition). Let IF be an infinite field and e be a formal
variable. There is a family {Cy }, o of multi-output algebraic circuits with division gates, defined over the
field F(g), such that C,, has size O(n), depth polylog n, and for all polynomials f,g,h € F[x] of degree
equal to n, we have

Cy(coeff(f), coeff(g), coeff(h)) = coeff(f(g(x)) mod h(x)) + O(e).

Moreover, there is an algorithm that, given n as input, outputs a description of C,, in time O(n).

A classical theorem of Strassen [Str73] shows that division gates can be eliminated from algebraic
circuits that compute polynomials, up to a polynomial (in degree) blow up in size. The coefficient
vector coeff(f(g(x)) mod h(x)) is a polynomial function of the coefficients of f, g, and h if we
constrain h to be a monic polynomial, so in principle one could eliminate the use of division gates
from the circuits appearing in Theorem 2.1. However, it is not clear if this division elimination can
be implemented in Theorem 2.1 (even for monic /) in the context of the results in this work, since

we can’t even tolerate linear blow up in the circuit size in the process.

Border complexity of polynomial GCD

Our second main result establishes that, over any infinite field IF, the GCD of univariate polyno-
mials is (piecewise) in the border of circuits of near-linear size and polylogarithmic depth. As in
Theorem 2.1, these circuits are uniform. More formally, we have the following theorem.

Theorem 2.2 (Border complexity of GCD). Let [F be an infinite field and € be a formal variable. There is a
family {C,, 4}naeN of multi-output algebraic circuits, with division gates and constants from the field F(e),
such that C,, ; has size O(n), depth polylog n, and for all polynomials f(x),g(x) € F[x] of degree n such
that ged(f, g) has degree d, we have

Cp4(coeff(f), coeff(g)) = coeff(ged(f,g)) + O(e).
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Moreover, there is an algorithm that, given n,d as input, outputs C, 4 in time O(n).

The parameterization of the circuit family by both the degree of the input polynomials and
the degree of the GCD of the inputs might seem a little unusual in Theorem 2.2. However, this is
necessary, since the coefficient vector of ged( f, g) is not a formal rational function of the coefficients
of f, g, so we cannot hope to compute it using a single algebraic circuit (even in the border setting).
However, once we fix the degree of the GCD and consider inputs f, g that have GCD of this fixed
degree, the coefficient vector of ged(f,g) is indeed a rational function of the coefficients of f, g.
This classical fact has an elementary proof using Bézout’s identity (see Section 9).

It would be interesting to understand if the degree of the GCD of two polynomials can itself be
computed in near linear time and polylog depth. As of now, our proof of Theorem 2.2 does not
appear to yield such a subroutine.

Border complexity of symmetric polynomials

At the heart of our proofs of Theorem 2.1 and Theorem 2.2 is perhaps an independently natural
and interesting technical result about the complexity of symmetric polynomials. Recall that from
the fundamental theorem of symmetric polynomials, for every symmetric n-variate polynomial
P(x), there exists a unique n-variate polynomial Q such that

P(x) = Q(Esym;(x),...,Esym, (x)),

where Esym,(x) is the elementary symmetric polynomial of degree equal to 7 in the variables x.
From a computational perspective, it is interesting to understand how the algebraic complexities of
P and Q relate to each other. Since elementary symmetric polynomials have small constant-depth
algebraic circuits (over all sufficiently large fields), we immediately have that the algebraic circuit
complexity of P is not much larger than the circuit complexity of Q. However, the relation in the
other direction is nontrivial and much more interesting.

A significant step towards understanding this problem is a work of Bldser & Jindal [B]19],
who showed that the algebraic circuit complexity of Q is at most polynomially bounded in the
algebraic circuit complexity of P. As it is, this result did not appear to extend to weaker sub-classes
of algebraic circuits, for instance, algebraic formulas or constant-depth circuits, since this structure
did not appear to be preserved in the transformation in the proof. Such an extension was shown
in a recent work of Bhattacharjee, Kumar, Ramanathan, Rai, Saptharishi & Saraf [BKR"25], who
showed that this polynomial equivalence in the complexities of P and Q also extends to their
formula complexity and constant-depth circuit complexity. The polynomial gap in the algebraic
circuit complexity of P and Q shown in results in [BJ19] and [BKR25] turns out to be insufficient
for our applications in this paper. The main technical question of interest is to understand whether
the circuit complexity of Q is nearly linear in the circuit complexity of P. While we are unable to



answer this question in general, we show the following weaker result that turns out to be sufficient

for our applications towards Theorem 2.1 and Theorem 2.2.

Theorem 2.3 (Border Complexity of symmetric polynomials). Let IF be a field of size at least n. Let
P(x) be a symmetric polynomial that is computable by a circuit of size s and depth A, and let Q(z) be the
unique polynomial such that P(x) = Q(Esym,(x),...,Esym,(x)).

If Q(z) is a homogeneous polynomial of degree d, then Q(z) is computable in the border of a circuit of
size O(s + nlogd) and depth A + polylog(n,d). In other words, there is a circuit of this size and depth,
defined over the field IF(¢), that computes Q(z) + O(e).

A simple and clean application of the technical ideas in this work is the following special
case of computing the resultant of two bivariate polynomials: given two univariate polynomials
f, g € F[x], compute the resultant Res,(y + f(x),g(x)), where y is a fresh variable. This resultant
is a univariate polynomial in y, so the goal is to compute the coefficients of this polynomial using
arithmetic operations from the base field IF. We show that this resultant is in the border of nearly

linear size circuits of polylogarithmic depth. More formally, we have the following theorem.

Theorem 2.4 (Resultant of y + f(x) and g(x)). Let IF be an infinite field and € be a formal variable. There
is a family {Cy, } nen of multi-output algebraic circuits with division gates, defined over the field IF(¢), such
that C,, has size O(n), depth polylog n, and for all polynomials f,g € F|x] of degree equal to n, we have

Cy(coeff(f), coeff(g)) = coeff(Resy(y + f(x),g(x))) + O(e).

Moreover, there is an algorithm that, given n as input, outputs C,, in time 5(11).

Apart from demonstrating the main ideas in the proofs of Theorem 2.1 and Theorem 2.2, com-
puting Res, (v + f(x), g(x)) is an interesting standalone problem in its own right. This resultant is
precisely the characteristic polynomial of the linear map /1 — — f - h in the quotient ring IF[x] /(g(x))
(see, e.g., [CLOO5, Chapter 4, Proposition 2.7]). Just like modular composition, no near-linear-time
algorithm is known for computing the characteristic polynomial in univariate quotient rings. The
fastest-known algorithm for this problem is due to Bostan, Flajolet, Salvy, & Schost [BFSS06] and

uses O(anH) arithmetic operations, where w is the exponent of matrix multiplication.

2.1 Our results in the context of prior work

Having stated our main results in the previous section, we now briefly discuss their relation to
prior work.

Most of the research on proving upper bounds on the complexity of modular composition and
polynomial GCD has been from the point of view of designing (uniform) algorithms for them.
This includes algebraic algorithms where the complexity is measured in terms of the number of
arithmetic operations (e.g., [BK78, NSSV24]), as well as (heavily) non-algebraic algorithms where
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bit access to the input field elements is used (perhaps the most striking example being the work of
Kedlaya & Umans [KUO08]). Especially over infinite fields, seeking algebraic algorithms (that can be
viewed as algebraic circuits, perhaps accompanied with branching on zero tests) is an extremely
natural question. However, in spite of decades of interest, these problems continue to be wide open.
As discussed in the introduction, while modular composition is solvable in nearly-linear time over
finite fields from the work of Kedlaya & Umans [KU08], the fastest algorithm over infinite fields is

from the recent work of Neiger et al. [NSSV24] and runs in time O (n!43)

, where n is the degree of
the input polynomials. The results in [NSSV24] were essentially the first substantial improvement
on the state of the art for this problem since the work of Brent & Kung [BK78] from the 1970s.
Similarly, while polynomial GCD is known to be computable both in near-linear time via the half
GCD algorithm, and via log-depth circuits from the works of Andrews & Wigderson [AW24] and
Bhattacharjee et al. [BKR25], it is not known how to combine these guarantees together.

Given the slow progress on these problems in the preceding decades, it seems very natural to
relax our requirements and seek non-uniform upper bounds on the complexity of these problems.
The results in this paper were motivated by this goal. While we do not manage to answer these
questions to our satisfaction, the results in the paper represent some encouraging progress towards
this and hopefully offer some interesting insights into the nature of these questions. The upper
bounds proved here are all in terms of border algebraic circuit complexity, but modulo this (fairly
non-trivial) caveat, the results are precisely of the nature that we would have sought—the circuits
for modular composition and polynomial GCD are both nearly-linear size and polylogarithmic
depth. In addition to this, these circuits are uniformly constructible in nearly-linear time!

While the results in this paper are among the first upper bounds for modular composition
and polynomial GCD in terms of their border circuit complexity, the use of border complexity
as a tool for interesting upper bounds for algebraic problems is hardly new or surprising. For
example, border complexity figures prominently in the study of matrix multiplication. Border rank
was introduced as a new tool in the design of matrix multiplication algorithms by Bini, Capovani,
Romani, & Lotti [BCRL79] (see also [Bin80]), and since then, essentially all algorithmic progress has
proceeded by obtaining better upper bounds on the border tensor rank of the matrix multiplication
tensor. The border complexity of algebraic problems has also been studied extensively under the
name any precision approximation algorithms, or APA-algorithms. For more discussions on such
algorithms, we refer the reader to [BP94, Chapter 3, Section 8; and Chapter 4, Section 2, Table
2.1] and the references therein. Another result of a very similar flavor to those in this work is an
algorithm of Bini [Bin84] to invert triangular Toeplitz matrices. In more recent decades, border
complexity was used in a work of Biirgisser [Biir04], who showed a polynomial upper bound on
the border complexity of low degree factors of multivariate polynomials with exponentially large
degree but computable by algebraic circuits of small size. The question of extending this border

complexity upper bound to the non-border setting is the so-called factor conjecture and remains an



extremely interesting open problem. Yet another surprising upper bound in the setting of border
complexity is a result of Bringmann, Ikenmeyer & Zuiddam [BIZ18], who showed that over any
tield of characteristic different from 2, any polynomial computable by a size s formula can be
computed in the border sense by a width 2 algebraic branching program of size poly(s). While a
non-border version of such a result is known for width-3 algebraic branching programs (see Ben Or
& Cleve [BC88]), it is also known that such a non-border upper bound is false for width-2 algebraic
branching programs [AW16].

Despite the utility of border complexity as an algorithmic tool, we still do not understand how it
compares to the standard notion of algebraic circuit complexity. One of the primary motivations for
studying border complexity comes from the fact that almost all known lower bounds for algebraic
circuit classes are proven using continuous methods—often using arguments based on matrix
rank—and so extend immediately to the border variant of the corresponding circuit class. Because
of this, it is important to understand border complexity, as it provides a sanity check on what lower
bounds one could hope to prove using existing techniques. These techniques are captured by the
notion of an algebraically natural proof, and we refer the reader to [FSV18, GKSS17] for further
discussion on the role such proofs play in algebraic complexity.

Because the relationship between border circuit complexity and (non-border) algebraic complex-
ity or algorithms is poorly-understood, there are two different conclusions that one may draw from
our results. For the optimist, the results in this paper can be seen as evidence that modular composi-
tion can be solved in nearly-linear time, and similarly that the polynomial GCD can be computed in
near-linear time and polylogarithmic depth. For the pessimist who thinks such algorithms do not
exist, our results offer a technical barrier: any proof of an Q(n!*¢) lower bound on the complexity
of modular composition cannot be algebraically natural in the sense of [FSV18, GKS517]. Such
a proof would imply the same lower bound on the border complexity of modular composition,
which stands in direct contradiction with the results of this paper. Lower bound techniques in
algebraic complexity are far from the point where we could hope to prove an Q(1n!*¢) lower bound
for any problem, let alone modular composition. However, this proof barrier suggests that once
such lower bound techniques are developed, they will be inapplicable to problems like modular
composition. Likewise, our results establish a barrier against proving that the polynomial GCD
cannot be computed in polylogarithmic depth and near-linear total work.

We refrain from further speculation on this and encourage the reader to draw their own
conclusions. However, we expect that some of the technical ideas used in the proof of our results,
including the relationship to Theorem 2.3 and its analogues, may be of independent interest. We
also hope that this work leads to further interest in the border complexity of other natural algebraic
problems, especially those that have resisted progress when approached from the perspective of

uniform algorithms or classical algebraic circuit complexity.
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3 Overview of proofs

In this section, we discuss some of the technical ideas in the proofs of our results. As a warm up to
the use of border complexity in this context, we start with a brief sketch of a border version of a
recent result of Kinoshita & Li [KL24] who gave a nearly-linear-time algorithm for power series
composition (computing f(g(x)) modulo x”). While being elementary in its technical ideas, the
algorithm in [KL24] is extremely delicate and carefully crafted in its final details. In contrast, the
border upper bound that we discuss here is quite simple, both in terms of high level ideas and their
details. While the ideas in this argument do not immediately seem to generalize to the proofs of
the main theorems in this work, the simple border upper bound for power series composition was

a strong source of motivation.

3.1 Power Series Composition

Given two degree n polynomials f(x) € F[x] and g(x) € F[x], we would like to compute
f(g(x)) mod x". The polynomials are given as a vector in their coefficients, i.e., coeff(f) and
coeff(g). Let ay,...,a, be n distinct elements in the field F. Let F(x) := f(g(x)) = F+ Fix +
...Ep x"*. For power series composition, we need to compute F(x) mod x" = Fy+ Fjx+... E,_1x™ L.
To this end, we will first compute F(exy), ..., F(ex,) and then extract F, ..., F,_; from these eval-
uation (in the border). Note that to compute these coefficients exactly, we need n? evaluations,
which is way beyond our budget! We build a near-linear-size circuit to compute F(eay), ..., F(eay,)
as follows: using univariate multipoint evaluation circuit (see Lemma 4.3), given coeff(g) and
i, ..., &, as input, we compute g(eay), ..., g(en,). Again using univariate multipoint evaluation
circuit, given coeff(f) and g(enq), ..., g(eny,) as input, we compute f(g(ew1)), ..., f(g(ean)).
Observe that Fy, Fi, . . ., F,,—1 satisfy the equations

1w a2 - af! Fy F(eay) O(e")
1 ap af - ! eF F(eay) O(e")
1 oag o - af! e2F F(eas) O(e")
= + ,
1 ay a2 - a! " 1F, 4 F(eay) O(e")
v u w e

where vector e entries are the “error” terms in . So, u = V~'w + V~le. Thus, fori € {0,1,...,n —
1}, we have,

F = ;= (VW) (Ve = (V') + O(e)

Using the above observation, we build a near linear size circuit that computes Fy, Fy, ..., F,—1 in

11



the border as follows: using univariate interpolation circuit (see Lemma 4.4), given a4, ..., a, and
F(ewy),...,F(eay,) as inputs, we compute Fy + O(e"), eF; + O(¢"),...,e" 1F,_1 + O(¢"). We divide
out the i-th output by e to compute Fy, Fy, ..., F,_1 in the border.

3.2 Proof of Theorem 2.3

We now discuss the main ideas in the proof of Theorem 2.3 which is one of the main technical ideas
driving the results on modular composition and GCD.

Let P(x1,...,x,) be a symmetric polynomial. From the fundamental theorem of symmet-
ric polynomials, there exists a unique polynomial Q(ys,...,y,) such that P(xy,...,x,) equals
Q(Esym,(x),...,Esym, (x)), where Esym,(x) is the elementary symmetric polynomial of degree
equal to i. Since each of the elementary symmetric polynomials is computable by a poly(n) size
depth-3 circuit (by a well-known construction of Ben-Or), if Q has a small circuit, then so does P.
A natural question is to understand if a small circuit for P implies that Q must also have a small
circuit. Such an upper bound is indeed true in a fairly strong sense as shown in [BJ19, BKR*25]
which showed the circuit complexity, formula complexity, or constant-depth circuit complexity of
P and Q are polynomially bounded in each other. Theorem 2.3 gives a more fine grained statement
of this flavor in the border complexity setting and shows that when Q is homogeneous, the border
circuit complexities of P and Q are within sub-linear factors of each other!

The proof of the above statement essentially follows the template of [BJ19]. In [BJ19], the authors
consider the polynomial H(x,z) = z" — x;z" ' 4- - -+ (—=1)"x,, — (—1)". Note that H(0,z) = z" — 1
is a square-free polynomial. So, by Newton Iteration, the polynomial H(0, z) splits into linear factors
H(x,z) = (z— A1(x)) - - - (z— An(x)), where A;(x) are power series roots such that H(x, A;(x)) = 0.
By expanding out this factorization of H(x,z), we see that

X; fl1<i<n-1,
Esym;(Ai(x),...,An(x)) =

x,—1 ifi=n.
Thus, we have

P(A1(x),..., Au(x)) = Q(Esym,(A1(x),..., Au(x)),..., Esym, (A;1(x),..., As(x)))
=Q(x1,.-., Xp—1,Xn — 1).

Let A;(x) be the power series approximation up to degree D 4 1 of A;(x). Then P(A1(x),..., Ay(x)) =
Q(x1,...,xy — 1) + O(xP*1).

We use Newton Iteration to compute all the power series approximations gi(x) that are correct
up to monomials of degree at least D = deg(Q). We implement this with a near-linear-size circuit

by using univariate multipoint evaluation combined with Newton iteration implemented with
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quadratic convergence per iteration (see Theorem 5.6). Then, we feed these approximations as input
to a circuit computing P(x, ..., X,). Since the root approximations are correct up to monomials
of degree D = deg(Q), we get that the resulting circuit C computes a polynomial of the form
Q(xy, ..., xy — 1)+ @(xl, ..., Xy — 1), where Q has the property that every non-zero monomial in
it has degree strictly greater than D in the variables x1, xs, .. ., (x, — 1). In other words, Q is in the
ideal (x1,x2,...,(x, —1))P*1. Thus, if we could extract homogeneous components of degree at
most D from C with a small blow up in size, we would have a circuit for Q(x3, ..., x, — 1). Shifting
the variable x,, would then give us a circuit for Q. Such a homogeneous component extraction can
easily be done with a polynomial in D blow up in size, and this is the route that the authors in [B]19]
take to complete their proof. However, given that we are looking for circuits of near-linear size for Q,
we cannot tolerate this poly(D) blow up in size in our context. At this point, we note if Q happened
to be homogeneous in the variables x,...,x, — 1, then a circuit that computes Q in the border
complexity sense can be extracted from C with 10 blow up in size! To do this, we take a fresh variable
gand fori < (n — 1), replace the variable x; by ex; and (x,,_1 — 1) by ¢(x,, — 1).* The resulting circuit
C’ computes a polynomial of the form (e?Q(xy,...,x, — 1) +ePT1Q (x1,...,x, — 1,¢)) where Q'
is a polynomial in (1 + 1) variables. Dividing C’ by P at the output level gives us a circuit that
computes Q(x, ..., x, — 1) in the border sense. Clearly, the size of C’ is same as the size of C! After
an appropriate shifting of the variable x, (that requires a little care), this completes the proof of
Theorem 2.3.

For our applications of Theorem 2.3, it happens to be the case that the corresponding in-
stances of the polynomial Q are not really homogeneous! Thankfully, for each of these appli-
cations, the instances of the polynomial Q that make an appearance happen to be weighted ho-
mogeneous, in the sense that for an appropriate choice of weights wq, wy, ..., w, € IN, we have
Q(e¥1x1,e%2xy,...,e%x,) = ePQ(x1,x2,...,%,) for some parameter D. The upper bound on the
border complexity of Q as outlined above continues to hold when Q is weighted homogeneous,
thus making it appropriate for application towards the proofs of Theorem 2.1, Theorem 2.2 and
Theorem 2.4.

3.3 Resultant of y + f(x) and g(x)

We start with a brief sketch of the proof of the upper bound for the resultant (Theorem 2.4). The
high level structure of this proof is quite similar to the proof of the results on modular composition
and GCD, but the technical details happen to be cleaner and instructive. Recall that the goal is to
show that Res,(y + f(x),g(x)) is in the border of nearly-linear-size circuits that take the coefficients
of f and g as inputs.

4We can assume without loss of generality that C takes X1,%2,..., %1, (xy, — 1) as inputs.
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Resultant from roots of g(x):  We first make a simple observation that given the roots of g(x),
there is a nearly-linear-size circuit for computing Res, (y + f(x), g(x)). Suppose we are given the
roots of g(x), namely By, ..., Bm € F. By the Poisson formula, we have

n

Resy(y + f(x),8(x)) = H(f(ﬁi) +y).
i
Using the above formula, we build a nearly-linear-size circuit that computes Res, (v + f(x),g(x))
as follows: using univariate multipoint evaluation (see Lemma 4.3), given coeff(f) and B1, ..., Bm
as inputs, we compute f(B1),..., f(Bm). Then we can compute the product [T ;(f(B:) +y) by
applying the FFT algorithm for polynomial multiplication in a divide and conquer manner (see
Corollary 4.5). The resulting circuit C is a multi-output circuit that takes coeff(f) and B, ..., Bn as
inputs and its i output gate outputs the coefficient of i’ in Res, (v + f(x), g(x)).

Can we get an equivalent circuit from C that takes as input coeff(g) instead of the roots
Bi,...,Bn? Note that the roots B4, ..., B, are closely related to the coefficients of g, since g; =
(—1)"Esym,, .(3). Because Resy(y + f(x), g(x)) is symmetric in By, . .., Bn, a natural approach
would be to somehow invoke Theorem 2.3.

The issue of homogeneity: In order to invoke Theorem 2.3 to go from a circuit on the roots of
¢ to coefficients of g, we first observe that for every i, the coefficient of ' in Res,(y + f(x), g(x)),
which is a polynomial in the coefficients of f and g, is in fact a weighted homogeneous polynomial
in these coefficients where the weights have to be chosen carefully. Moreover, the weights do not
depend on the index i and one choice of weights based on the degrees of f and g works for all i.

This is formally shown in Lemma 7.3.

Stitching it all together:  Given the weighted homogeneity of each of coefficients of Res,(y +
f(x),g(x)), the fact that the resultant is symmetric in the roots of g, the near-linear-size circuit for it
that takes the roots of g as inputs, and Theorem 2.3, we combine them in the natural way to obtain
a near linear size circuit that computes Resy(y + f(x), g(x)) in the border sense.

The upper bounds for both modular composition and GCD computation follow the template of
the upper bound for the resultant. The main steps in the proofs are analogous to those in the proof
of Theorem 2.4 outlined above. We briefly mention these main steps together with pointers to the

relevant formal statements.

3.4 Modular composition

The main steps in the proof of Theorem 2.1 are as follows. Recall that the input consists of three

univariate polynomials f, g, and h of degree n, given as coefficient vectors, and the goal is to
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compute the coefficient vector of the polynomial f(g(x)) mod h(x). For simplicity, we start by
assuming that the polynomial / has n distinct roots (i.e., that the polynomial / is square-free).

Small circuits starting using roots: As a first step, we observe that if we have access to the n
distinct roots aq,...,a, of h, then r(x) := (f(g(x)) mod h(x)) is easy to compute. To see this,
note that for every i, since h(a;) = 0, we have that r(a;) must equal f(g(«a;)). Thus, if we have
the evaluations of r on the roots, we have sufficient information to uniquely reconstruct r via
interpolation (since the degree of r is at most (n — 1)). We start by using fast univariate multipoint
evaluation algorithms (interpreted as a near linear size algebraic circuit) from [BM74] to evaluate g
onay,...,&,. Then, we once again use such a circuit to evaluate f on g(a1),...,g(a,). This gives
us n distinct evaluations of the polynomial r that can now be combined via a fast implementation
of standard Lagrange interpolation to construct the coefficient vector of r. For formal details, we

refer to Lemma 8.2. We also note that the coefficients of  are symmetric in the roots of .

Weighted homogeneity: As the second step, we show that the coefficients of r are again weighted
homogeneous polynomials in the coefficients of f, g, and & for an appropriate choice of weights.
This is done in Lemma 8.6 and, together with the fact that the coefficients of r are symmetric in the

roots of 1, sets us up for invoking Theorem 2.2.

Combining the parts: Finally we combine the nearly-linear-size circuit in the first step above with
Theorem 2.3 to obtain Theorem 2.1 for the case when / is square-free. See Theorem 8.9 for details.

Handling non-square-free i: Clearly the above proof relies on the fact that / has n distinct roots,
since we need 7 distinct evaluations of r in order to interpolate it. When / is not square-free and
has repeated roots, one possibility might be to consider higher order evaluations of r on the roots,
where the order of evaluation depends on the multiplicity of the roots. We work with a simpler
alternative here, where we perturb the polynomial / to a new polynomial /1 that is square-free. By
perturbation, we mean that for a new variable ¢, the coefficients of J1 is a function of the coefficients
of h and ¢ such that as ¢ tends to zero, /i tends to h. Thus the above circuit for modular composition
can now be invoked with inputs f, g, and . Finally, we note that as ¢ tends to zero, the output of
this circuit approaches f(g(x)) mod /(x) in the limit, thereby completing the proof of Theorem 2.1.
We refer to Theorem 8.12 for the details.

3.5 GCD computation

We now discuss a high level sketch of the main ideas in the proof of Theorem 2.2. The proof is

along the lines of the proof of Theorem 2.1.
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Before moving ahead, we recall that unlike modular composition or the resultant, the GCD of
two polynomials is not a continuous function of the coefficients of these polynomials, and hence
we cannot expect the coefficient vector of the GCD to be computable by an algebraic circuit (even
with division gates) that takes the coefficients of these polynomials as inputs. However, once we
fix the degree of the GCD and only focus on input polynomials with the promise that their GCD
has this specified degree, the coefficients of the GCD do indeed become rational functions of the
coefficients of the inputs. And thus, we can expect there to be an algebraic circuit computing the
GCD from the coefficients of the input polynomials in this setting. We refer to Lemma 9.1 and
the discussion preceding it for more details of this point. For this overview, we assume that we
have the coefficient vectors of two polynomials f and g of degree n that are square-free (i.e., have no
repeated roots) and whose GCD has degree equal to d < n for some d that is fixed.

GCD from roots of f: We define the polynomial i(x, y) to be equal to (y — x)g(x) and denote the
(distinct) roots of f by {a,...,a,}. Since the GCD of f and g has degree d, a subset of exactly d of
the roots of f are also roots of g. Without loss of generality, we will assume that {a,,_;,1,...,a,} are
the d common roots of f and g. To compute the GCD of f and g, we first compute the polynomial
Q(y) = IT'={ h(a;, y), which equals TT"#(y — &;)g(«;). Note that f(y)/Q(y) is the GCD of f and
g up to multiplication by the non-zero scalar ]_[?:_fl g(;). This is non-zero since the the common
roots of f and g are precisely {a,_4+1,...,a,}, so each g(&;) in this product must be non-zero. For
this overview, we ignore this issue of multiplication by H?:_ld ¢(a;) and focus on the computation of
Q(y). Once we have the coefficient vector of Q(y), we can divide f(y) by Q(y) to obtain the GCD.

In order to eventually go from roots to coefficients, we compute Q in a way that allows us to
invoke Theorem 2.3, i.e., we need the circuit for Q to be symmetric in a4, ...,a,. To do this, we
note that Q(y) is precisely equal to the elementary symmetric polynomial of degree (1 — d) in the
multiset H = {h(w;,y) : i € [n]}, since this multiset has precisely (n — d) non-zero elements, namely
{h(a;,y) :i € [n —d]} and d occurrence of zero.

To make this outline work, we show that given the roots of f and the coefficients of g, we can
compute the polynomials in the set H by a circuit of polylogarithmic depth and nearly-linear size.
At this point, if we could compute the elementary symmetric polynomials of degree (n — d) on H
in near-linear size and polylogarithmic depth, we would be done. We don’t know how to show
this, but using the additional fact that Esym, ,(H) is the highest-degree non-zero elementary
symmetric polynomial in H, we show that Esym,,_,(H) can be computed in the border of near-
linear-size and polylogarithmic-depth circuits. Combined with a division, this gives us a circuit
that computes the GCD of f and g in the border complexity setting. The formal details are in
Lemma 9.4.

From roots to coefficients:  The rest of the proof is along the lines of the analogous steps

in Theorem 2.1. We show in Lemma 9.5 that the polynomial Q computed above is weighted
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homogeneous in the coefficients of f and g with appropriate weights. We then rely on a border
version of Theorem 2.3 (see Corollary 6.9) to obtain a near-linear-size polylogarithmic-depth circuit
that computes Q in the border sense while taking the coefficients of f and g as input. Finally, we
show that this circuit can be used together with the coefficient vectors of f to obtain a circuit with
similar size and depth that computes the coefficient vector of the GCD of f and g in the border.

4 Prerequisites

e For a natural number n € IN, we use [n] to denote the set {1,2,...,n}.
e We use F to denote a field and write F for its algebraic closure.

e For a univariate polynomial f(x) = Y7, fix' € F[x], we define coeff(f) := (fo, ..., fu) € F"
to be the coefficient vector of f.

e For n variables x1, ..., x,, we use x to denote the tuple (x1, ..., x,). If the number of variables

in x is not specified explicitly, it will be made clear from context.

e The i-th elementary symmetric polynomial, denoted by Esym.(x, ..., x,), is defined as

Esym,(x Z Hx/
SC n] jes
|S|=i

e For a univariate polynomial f(x) € [F[x]|, we use the notation [x"](f) to denote the coefficient
of x™ in f(x). When f is a multivariate polynomial, such as f(x,y), we view it as an element

of F[y][x]. In this case, [x"](f) represents the coefficient of x", which is itself a polynomial in

Y.

4.1 Some well-known near-linear-size circuits

Given the coefficients of two polynomials f(x) and g(x) € F[x] of degree m and n, respectively,
computing the coefficients of their product f(x) - g(x) is a fundamental problem in computer
algebra. Naively, polynomial multiplication can be computed in quadratic time. Remarkably, using
the fast Fourier transform (FFT), it can be computed in 6(m + n) time. Moreover, the FFT algorithm
has parallel complexity of polylog(m + n).

Lemma 4.1 (Polynomial Multiplication [SS71, CK91]). Let IF be a field. For every m,n € IN, there is a
multi-output algebraic circuit Cy, ,,, defined over the field I, of size O(m + n) and depth polylog(m + n),
such that for all polynomials f(x), g(x) € F[x] of degree equal to m and n, respectively, we have

Cinn (coeff(f), coeff(g)) = coeff (f - ).
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Moreover, there is an algorithm that, given m and n as input, outputs Cy, , in time O(m +n).

Another closely related problem is computing the coefficients of the quotient and remainder
of f(x) divided by g(x). Sieveking [Sie72] and Kung [Kun74], using Newton Iteration and the
FFT, gave an O(m + n) time algorithm for inverting power series up to a certain degree. Using
this, we get a near-linear-time and polylog(m + n)-depth algorithm for polynomial division with

remainder.

Lemma 4.2 (Polynomial Division with Remainder [Sie72, Kun74]). Let IF be a field. For every
m,n € N, there is a multi-output algebraic circuit C,, ,, defined over the field F, of size O (m + n) and depth
polylog(m + n), such that for all polynomials f(x),g(x) € F[x] of degree equal to m and n, respectively,
we have

Conn (coeff(f), coeff(g)) = (coeff(q), coeff(r)),

where q(x) and r(x) are, respectively, the quotient and remainder when f(x) is divided by g(x). Moreover,
there is an algorithm that, given m and n as input, outputs Cy, , in time O(m + n).

The problem of univariate multipoint evaluation asks: Given a polynomial f(x) of degree n
and a collection of m points a1, ..., &, € F, compute the evaluations f(«1),..., f(ay). Borodin
and Moenck [BM74] used polynomial division with remainder to give a (remainder-tree-based)

nearly-linear-time algorithm for multipoint evaluation.

Lemma 4.3 (Univariate Multipoint Evaluation [BM74]). Let IF be a field. For every m,n € IN, there is a
multi-output algebraic circuit Cy, ,, defined over the field F, of size O (m + n) and depth polylog(m + n),
such that for all polynomials f(x) € F[x] of degree equal to n and m evaluation points (a1, ..., &y), we
have

Cnn (coeff(f), (a1, ..., am)) = (f(e1), ..., f(am)).

Moreover, there is an algorithm that, given m and n as input, outputs Cy, , in time O(m + n).

The “inverse” problem to univariate multipoint evaluation is univariate interpolation. Given n
tuples (a1, B1), ..., («n, Bn), there is a unique polynomial f of degree less that 1 such that for all
i € [n], the polynomial f satisfies f(«;) = ;. The problem of univariate interpolation requires us to
find the coefficients of the interpolating polynomial f(x). Borodin and Moenck [BM74] also gave a

remainder-tree-based nearly-linear-time algorithm for univariate interpolation.

Lemma 4.4 (Univariate Interpolation [BM74]). Let IF be a field. For every n € IN, there is a multi-
output algebraic circuit C,,, defined over the field F, of size O(n) and depth poly(log(n)), such that for n
interpolation points ((«1,p1),--., (&n, Bn)), we have

Cn ((a1,B1),-- -, (an, Bn)) = coeff(f),
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where f(x) is the unique interpolating polynomial of degree less than n that satisfies f(a;) = B; for all
i € [n]. Moreover, there is an algorithm that, given n as input, outputs C,, in time O(n).

Using fast polynomial multiplication (Lemma 4.1) in a divide and conquer fashion, we can
compute the coefficients of (x + a1) - - - (x + a,,), given (&1, ...,a,), in O(n) time and polylog(n)
depth.

Corollary 4.5 (Multiplying linear forms). Let IF be a field. For every n € IN, there is a multi-output
algebraic circuit C,,, defined over the field IF, of size O(n) and depth polylog(n), such that for n points
(a1, ...,0), we have

Cy (a1, ..., 0,) = coeff(f),

where f(x) = (x +aq) - - - (x + &y, ). Moreover, there is an algorithm that, given n as input, outputs C,, in
time O(n).

Proof. Suppose the circuit C, has size s(n) and depth A(n). Let g(x) = (x +a1) -+ (x + |, /2))
and h(x) = (x +a|,/p)41) -+ * (¥ + &n). In order to build Cy, we first compute coeff(g) and coeff(h)
and then use Lemma 4.1 to compute the coefficients of the product f(x) = g(x) - h(x). Recursively,
we use C|, /| to compute coeff(g) and Cy, 5] to compute coeff(h). Thus, we have the following
size and depth bounds for C;,

s(n) < s([n/2]) +s([n/2]) + O(n)
A(n) < A([n/2]) + polylog(n).

Trivially, we have that s(1) = O(1) and A(1) = O(1). Thus, solving the above recurrence, we get
the required size and depth bounds for C,,. Also, the above construction gives an algorithm that,

given 7 as input, outputs C,, in time O(1). O

The coefficients of (x +a1) - - - (x + wy,) are the evaluations of the elementary symmetric polyno-
mials {Esym () : i € [n]}. Thus, Corollary 4.5 outputs all the elementary symmetric polynomials

inay,...,a,. Since we will use this observation often, we formally state it as a corollary below.

Corollary 4.6 (Computing elementary symmetric polynomials). Let [F be a field. For every n € IN,
there is a multi-output algebraic circuit C,, defined over the field IF, of size O(n) and depth polylog(n),
such that for n points (ay, ..., &y ), we have

Cu(a1,...,0,) = (Esym;(cx),..., Esym («)).

Moreover, there is an algorithm that, given n as input, outputs C,, in time O(n).

Proof. We give (a1,...,a,) as input to circuit C from Corollary 4.5 and this gives the required
output. The size and depth bounds for C follow from Corollary 4.5. O
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4.2 Weighted homogeneous polynomials
Weighted homogeneous polynomials will play a crucial role in the following sections. We first
define the standard notion of homogeneous polynomials.

Definition 4.7. Let t be a formal variable. A polynomial Q(x1,...,x,) € F[X] is said to be homogeneous
of degree D if

Q(txy, txg, ... txy) = tPQ(x1, ..., xp). O

The above definition can be generalized to weighted homogeneous polynomials as follows.

Definition 4.8. Let t be a formal variable. For weights dy,dy, . ..,d, € Z>o, a polynomial Q(x1,...,x,) €
IF[x] is said to be a (d1,d>, . .., d,)-homogeneous polynomial if there is a natural number D € IN such
that

Q(tdlxl, 2y, L, td"xn) = tDQ(xl, cee X)),

We say that D is the weighted degree of Q. O

Let f(x) = x" + Y/ fix' € F[x] be a monic polynomial with roots a1, ..., a, € F. We will
often work with polynomial expressions over the roots P(«y,...,a,) and over the coefficients
Q(fo, fi,---, fu—1) such that P(aq,...,a,) = Q(fo,..., fu—1). When P is a homogeneous polyno-
mial, we observe below that Q is weighted homogeneous.

Lemma 4.9. Let P(x1,...,x,) and Q(xq,...,x,) € IF[x] be polynomials such that for all monic polynomi-
als f(x) = x" + Y} fix' € F[x] of degree n, we have

P(ar, ..., an) = Q(fo, fi, -+ s fu1),

where aq, . .., &y € T are the roots of f(x). If P(x) is a homogeneous polynomial of degree D, then Q(x) is
a(n,n—1,...,1)-homogeneous polynomial of weighted degree D.

Proof. Let t be a formal variable. Consider the polynomial F(x) = x" + Y1 "~ f;x'. For each
i€{0,1,...,n—1}, wehave F(ta;) = t"f(a;) = 0. Thus, tay, ..., ta, are the roots of F(x). By the
assumed relationship between P and Q, we have

Q(t" fo, " M1, tfu1) = P(tay, ... tay)

=tPP(ay, ..., ay) (Since P is degree D homogeneous)

=tPQ(fo, fi -+ s fu_1)-

Thus, Q(x)isa (n,n —1,...,1)-homogeneous polynomial of weighted degree D. O
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Lemma 4.9 can be generalized to multiple univariate polynomials. For the ease of exposition

and notational convenience, we extend Lemma 4.9 for two polynomials below.

Lemma 4.10. Let P(x1,...,Xn, Y1, .-, Ym) and Q(x1,...,Xn, Y1, ..., Ym) € F[x,y] be polynomials such
that for all monic polynomials f(x) = x" + Y} fix' € F[x] of degree n and g(x) = x™ + Y1 L gix’ €
IF[x] of degree m, we have

P(Dél,...,txn,ﬂl,.. ,,Bm) = Q(f(),. . .,fnfl,g(),.. .,gmfl),

where ay,...,0, € Fand B1,...,Bu € F are the roots of f(x) and g(x), respectively. If P(x,y) is a
homogeneous polynomial of degree D, then Q(x,y) isa (n,n—1,...,1,m,m —1,...,1)-homogeneous
polynomial of weighted degree D.

Proof. Let t be a formal variable. As in the proof of the Lemma 4.9, consider the polynomials F(x) =
X Y i fixd and G(x) = 1™ 4+ Y " gixt. For each i € [n], we have F(ta;) = t"f(a;) = 0,
and for each j € [m], we have G(t8;) = t"g(B;) = 0. Thus, tay, ..., ta, are the roots of F(x) and
tB1, ..., tBm are the roots of G(x). By the assumed relationship between P and Q, we have

Q(tnf()/ tn_lfl/ .. -/tfn—ll tmg(]/ tm_lgll . . '/tgm—l)
= P(tle,. . .,tOCn,t‘Bl,. . .,t‘Bn)

= tDP((xl, e, B1, oo, Br) (Since P is degree D homogeneous)

= tDQ(fO/-- -/fn—l/gO/- . -lgm—l)-

Thus Q(x,y)isa (n,n—1,...,1,m,m —1,...,1)-homogeneous polynomial of weighted degree
D. O

4.3 Newton Iteration

In this subsection, we collect some standard facts related to Newton iteration. These statements are
folklore and we refer to [DSS22, Section 3] for their proofs.

In both statements, we start with a monic polynomial H(x,y) € F[x,y] such that H(C,y) is
square-free. The first shows that H(x,y) factors completely into linear terms if we allow the factors

to be power series in the x variables.

Theorem 4.11 (Factorization into power series (see, e.g., [DSS22, Section 3])). Let H(x,y) € F[x,y]
be a monic polynomial such that H(C, y) is square-free. Suppose H(0,v) factors into linear terms as

n
HO,y) = (v - £,
i=1
where B1,...,Bn € T are distinct field elements. Then there exist unique power series A1(X), ..., An(x) €
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F[x] such that A;(0) = B; and P(x, A;(x)) = O for all i € [n]. In other words, the polynomial H(x,y)
factors as

H(xy) =[[(y — Ai(x)),
i=1
in B[x]. Moreover, if B1, ..., Bn lie in the base field F, then the coefficients of A1(x), ..., Ay(x) also lie in
F.

The second result shows that the coefficients of the power series A;(x) in the factorization of

H(x,y) can be computed efficiently if we are given H(x,y) and the factorization of H(0, ).
Theorem 4.12 (Newton iteration with quadratic convergence [vzGG13, Lemmas 9.21 and 9.27]). Let
H(x,y) € F[x,y] be a monic polynomial such that H(0,y) is square-free. Let Ay(X), ..., Ay(x) € F[x] be
power series such that

n

H(x,y) = [ [(y — Ai(x)).

i=1
For each i € [n], consider the sequence of rational functions (q)fj ) (x))jen given by

o) = Ai(0)

o _ g Hxe!)
@; =Q; )
ayH(x,go )

i

Then for all j € IN, the rational function q)fj ) () can be expanded as a power series around 0 and this power

series is an approximation to A;(x) in the sense that

o (x) = Ai(x) mod (x)?.

5 Fast & parallel Newton Iteration

Newton iteration is a standard way to obtain approximations to power series roots (in y) of a
polynomial H(x, y). In this section, we will observe that Newton iteration yields a shallow, near-
linear-size circuit that computes approximations to the power series roots of H(x,y). We first define
the notion of degree-D approximations of y-roots of H(x,y).

Definition 5.1. Let H(x,y) € F[x, y| be a polynomial, and suppose there are power series A1, ..., Ay €
F[x] such that H(x,y) factors as

n

H(x,y) = [y — Ai(x)).

i=1
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We say that a tuple of polynomials (A1(x), ..., Ay(x)) € F[x]" are degree-D approximations of the
y-roots of H(x,y) if for all i € [n], we have

Ai(x) = Ai(x) mod (x)PTL. O

As a first step, we show that Newton iteration yields a small, shallow circuit that computes
rational functions whose power series expansions correspond to approximate y-roots of a given
polynomial H(x,y).

Lemma 5.2. Let IF be a field. For every n, D € IN, there is a multi-output algebraic circuit C,, p defined
over the field TF such that the following is true. The circuit C, p has size O(nlog D), depth polylog(n, D),
and for all polynomials H(x,y) € IE[x,y] with y-degree n such that H(0,y) is square-free, we have

Cu,p(coeffy (H), (B1, -, Bn)) = (91(x), ..., pu(x)),

where coeff, (H) are the y-coefficients of H(X, ), B1,...,Bn € TF are the roots ofH(ﬁ, y),and ¢1(x), ..., ¢a(x) €
IF(x) are rational functions that admit a power series expansion around 0 and are degree-D approximations

of the y-roots of H(x,y). Moreover, there is an algorithm that, given n and D as inputs, outputs the circuit

C,,p in time O(nlog D).

Remark 5.3. If the roots B1,. .., Bnof H (6, y) above are in IF, then the approximate roots A (x),..., gy,(x)
are in F[x]. O

Proof of Lemma 5.2. Since H(0, y) is square-free, we will use Newton Iteration (Theorem 4.12) to get
a sequence of rational functions whose power series expansion around 0 are approximations to the
roots of H(x,y). Let A1(x), ..., As(x) be the power series roots of H(x, y). The rational functions

approximating the i root A;(x) are given by

9" (x) = B,
4D (3) = o) (x) — H(x ¢/ (x))
P ) )

i

These rational functions can be expanded as power series around 0, and these power series converge

to the power series root A;(x) in the sense that
9 (x) = Ai(x) mod (x)”.

()

i

50) is a constant, and so
(-1

i

To see why ¢}/ admits a power series expansion around 0, first note that ¢

trivially admits a power series expansion. When j > 1, we may assume by induction that ¢
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can be expanded as a power series around 0. We observe that
— i—1) ,= —
3y H(T, ¢/~ (0)) = 8,H(, ;) #0,

since H(0, ) is square-free and ; is a root of H(0, ). This implies that 1/9,H (x, (pl(j -1 (x)) can be
()

expanded as a power series around 0, so it follows that ¢ ;

-

also admits a power series expansion at

0.
Let k := [log(D +1)]. Note that

9 () = Ai(x) mod (x)°*,
SO gol(k) (x) will provide a sufficiently good approximation of A;(x). We will construct a circuit C
that iteratively computes the rational functions goZ(] ) for j€{0,1,...,k}. The function (pf] ™ can be
expressed as

()
) N(o'
q)lgﬂ) _ ) (5.4)

D(¢!)

where N(y) .=y -9d,H(x,y) — H(x,y) and D(y) := d,H(x,y) are polynomials in IF[x][y]. Since we
are given coeff, (H) as input, the coefficients of N(y) and D(y) are computable by a circuit of size
O(n).

In order to construct C, we first construct a circuit CU) such that

C(j)(coeff(N),coeff(D), (cpgj), ..., goﬁﬁ)) = (qogjﬂ),. .., gogljﬂ)).

To do this, we use the multipoint evaluation circuit from Lemma 4.3 to compute (N ((ng ) ),...,N (q)g ) )
and (D((pgj)), ceey D(gpslj))). Then we use Eq. (5.4) to compute ((ngl), ceey q)£,j+1)) using division
gates. From Lemma 4.3, the resulting circuit C/) has size O(n) and depth poly(log ). Moreover,
from Lemma 4.3, there is an algorithm that constructs the circuit C) in O(n) time.

Using the circuits C(%,...,C*~1) we build the circuit C by feeding the output of CU~1) as input
to CU), for each j € [k — 1]. Thus, the circuit C computes the rational functions ((pgk), ey ¢,(1k)).
Since k = [log(D)], the circuit C has size O(nlog D) and depth polylog(n, D). Also, the above
construction gives an algorithm that, given n and D as inputs, outputs the circuit C in O(nlog D)

time. O

For our later applications, it will be convenient to have a small, shallow circuit that outputs
polynomials, not rational functions, that are approximate roots of H(x,y). We do this by applying
Strassen’s division elimination [Str73] to the circuit produced by Lemma 5.2. We first recall

Strassen’s division elimination procedure, noting that it can be carried out in a uniform manner.
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Lemma 5.5 ([Str73]). Let IF be a field. For every multi-output algebraic circuit C of size s and depth A
that computes a family of rational functions ¢1(x), ..., ¢m(x) € E(x), there is a multi-output division-free
algebraic circuit C' of size O(s) and depth O(A) that computes polynomials f1,..., fm,§1,---,8m € F[x]
such that

fi(x)
gi(x)

i(x) =
forall i € [m]. Furthermore, there is an algorithm that, when given the circuit C as input, outputs the circuit
C’in O(s) time.

Proof. For each gate v of C, we create two new gates labeled (v,num) and (v, den). These gates
have the intended meaning that if v computes a rational function ¢(x), then (v,num) and (v, den)
compute polynomials f(x) and g(x), respectively, so that ¢(x) = f(x)/g(x). If v is an addition
gate with children u and w, then we wire (v,num) and (v, den) as

(v,num) = (u,num) x (w,den) + (u,den) x (w,num)

(v,den) = (u,den) x (w,den).
Similarly, if v is a multiplication gate with children 1 and w, we wire (v,num) and (v, den) as

(v,num) = (u,num) X (w, num)

(v,den) = (u,den) x (w,den).
Finally, if v is a division gate with children u and w, where v = u/w, we set

(v,num) = (u,num) X (w,den)
(v,den) = (u,den) x (w,num).
It is straightforward to check that the gates of this new circuit compute correctly. Moreover, this

re-wiring only increases the size and depth of the circuit by a factor of two and can be performed in
O(s) time. O

By combining Lemmas 5.2 and 5.5, we obtain a small, shallow circuit that computes approximate
roots of a given polynomial H(x,y).

Theorem 5.6. Let [F be a field. For every n, D € IN, there is a multi-output algebraic circuit C,, p defined
over the field TF such that the following is true. The circuit C, p has size O(nlog D), depth polylog(n, D),
and for all polynomials H(x,y) € F[x,y] with y-degree n such that H(0,y) is square-free, we have

Cy,p(coeff, (H), coeff, (H)|, _5, (B1,...,Bun)) = (;{1 (x),..., A, (x)),
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where coeff, (H) are the y-coefficients of H(x,y), coeff, (H)|, _g are the coefficients of H 0,9), B1,-..,Bn €
IF are the roots of H(G,y), and Ay(X),..., Ay(x) € F[x] are degree-D approximations of the y-roots of
H(x,y). Moreover, there is an algorithm that, given n and D as inputs, outputs the circuit C, p in time
O(nlogD).

Proof. By invoking Lemmas 5.2 and 5.5, we obtain a circuit C’ of size O(nlog D) and depth
polylog(n, D) that computes polynomials fi, ..., fu, g1, - ., §n € F[x] such that the rational function

() = fi¥)
P00 i)

has a power series expansion around 0 and is a degree-D approximation to the i-th power series
root of H(x,y). We will obtain the polynomial approximation to the power series roots of H(x, )
by expanding ¢; as a power series to sufficiently high accuracy. To do this, we need to verify that
gi(x) is invertible in the ring of formal power series, which amounts to showing that gi(ﬁ) #0.5
Recall that the Newton iteration circuit constructed by Lemma 5.2 proceeds by constructing a

50), qofl), ey qofk) ), of which ¢; is the final element. Let f; ;, i ; €

(/)

i

sequence of rational functions (¢
F[x] be the polynomials computed as the numerator and denominator of ¢;’, respectively, by
applying the division elimination of Lemma 5.5 to the Newton iteration circuit. We will prove by
induction on j that g; j(0) # 0. Taking j = k proves that g;(0) = g;(0) # 0 as desired.

For j = 0, the claim is obvious: we have g;o(x) = 1, since no divisions have occurred in
the circuit. For j > 0, we inspect the divisions occurring in one step of Newton iteration. Write

H(x,y) = Yo Hiy'. One step of Newton iteration assigns

o0 = gl _ _Hexol )
i i 1)\
dyH(x, 9/ ")

(7)

Expanding this over a common denominator without canceling terms, we see that this writes ¢;

as

_ YiokHxfij1 (x)*gi,ji—1 ()" ™% — T Hifi o1 (x)*gij—1 ()" *

0)
¢ (%) Yk—o kHi fij1(x)*=1g; i1 (x)nHi-k

Because we did not cancel any intermediate terms, this implies that the division elimination

5This is not immediate from the fact that ;(x) itself has a power series expansion around 0. It is a priori possible that
fi and g; share a common factor }; that is zero at 0, in which case gi is not invertible as a power series despite the fact
that ¢; = f;/g; can be expanded around 0.
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procedure assigns

gz] Zkafl] 1 ) lgi,j—l(x)nﬂik

= gij-1( ZkH fij=1 (7
— g

k=0 g1] 1(X)k !

= g1 100", H(x, ¢!V (x)).

By induction on j, we have g;;_1(0)" # 0. Since H(0,y) is squarefree and go( )( 0) = B, is a root of
H(0,y), we have

3,H(0, 9V (0)) = 3,H(D, p:) # 0.

Thus, we have g; ;(0) # 0 as claimed.
Now that we have established g;(0) # 0, we proceed to expand @;(x) as a power series around
0. Let y; := ¢;(0) and let g;(x) := gi(x) — ;. Then we have the equality of power series

5

Because ¢;(x) has no constant term, every monomial of ¢;(x)’ has degree at least i. This implies

9i(x) = fikx) _ fi(x) i <—§z’(x>>j _ filx) i <—§i(X)>j mod (x)P+1,

11 11

_1 _ Z(

gi(x)  vi+t&(x)  m 1+g' =

gi(x) Yi =0 Yi Yi i=0 Yi
Define
¥ fiX) & <—§1(X)>’
A;(x) =
) Vi Jg Vi

Then we have

Ai(x) = ¢i(x) = Ai(x) mod (x)P+1,

so A;(x) is a degree-D approximation of the power series A;(x). Our goal will be to modify the
circuit to output A (x),..., gn(x).

We already have a circuit of size O(nlog D) and depth polylog(n, D) that computes the poly-
nomials fi,..., fu, g1,...,8n- By making a second copy of this circuit, setting x = 0, and replacing
coeff, (H) with coeff, (H)|,_g,
scalars 71, ..., 7vn . This allows us to compute f;(x)/v; and —g;(x)/; in the same size and depth.

we obtain a circuit of the same size and depth that computes the
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To compute A;(x), we use the fact that

D+1

T+y+y+vr 4+ =1+ QA+ A +yH) - (1+y2),

where for notational convenience we assume, without loss of generality, that D + 1 is a power of 2.
(We may ensure that D + 1 is a power of 2 by at most doubling D, which will not affect the final
bounds on the size and depth of our circuit.) This lets us write

100 - S0 T g0} ?

A =7 H ( Ti > '

We compute all needed powers of —¢;(x)/; using repeated squaring, which costs O(log D) size
and depth. Overall, this allows us to compute each A;(x) with O(log D) additional size and
depth. In total, this results in a circuit of size O(nlog D) and depth polylog(n, D) that computes
A (x),..., A, (x). This last part of the circuit to compute the expansion A; from the rational function
fi/8i can also be printed in O(nlog D) time, as desired. O

6 Border Complexity of Symmetric Polynomials

A polynomial P(xy,...,x,) is said to be symmetric if it is invariant under re-ordering of variables.
The elementary symmetric polynomials Esym,(x, ..., x,) are closely related to symmetric polyno-
mials in the following sense: Every symmetric polynomial can be written as a composition of some
polynomial with the elementary symmetric polynomials. Moreover, there is a unique way to write
P as a polynomial function of the elementary symmetric polynomials. This is the fundamental
theorem of symmetric polynomials, which we now quote.

Theorem 6.1 (Fundamental Theorem of Symmetric Polynomials). Let P(x1, ..., x,) be a symmetric
polynomial of degree d. Then there is a unique polynomial Q(y1, ..., Yn) of degree at most d such that

P(x1,...,x,) = Q(Esym,(x),..., Esym,(x)).

Blédser and Jindal [B]J19] extended the above theorem to the computational setting. Suppose
P(xy,...,x,) is computable by a small algebraic circuit. What can we say about the circuit comput-
ing Q(y1,...,yx)? Blaser and Jindal showed that Q(y1,...,y,) can also be computed by a small
circuit. In particular, if P can be computed by a circuit of size s, then Q can be computed by a circuit
of size poly(s). Bhattacharjee et al. [BKR " 25] later extended this result to both formula complexity
and constant-depth circuit complexity.

Motivated by this and our later applications, we ask the following question: If P(x1, ..., x,) is
computable by a circuit of size s, then is Q(y, . .., y,) computable by circuits of size O(s)? Note
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that here we are asking for a very fine-grained version of the result proved by Bldser and Jindal.

Although we are not able to answer this question, we show a weaker statement of similar flavor
below. It is weaker in two aspects: we assume that Q(y1,...,¥») is a (weighted) homogeneous
polynomial, and we show that Q is in the border of circuits of size O(s). These restrictions suffice

for showing near-linear-size border upper bounds for our applications.

Theorem 6.2 (Border Complexity of Symmetric polynomials). Let IF be a field of size at least n and
¢ be a formal variable. Let P(xy,...,x,) € x| be a symmetric polynomial that is computable by an
algebraic circuit C of size s and depth A, and let Q(z1,...,z,) € F|z] be the unique polynomial such that

P(x) = Q(Esym,(x),...,Esym,(x)).

Suppose Q(z) is a homogeneous polynomial of degree D. Then there is an algebraic circuit C’', defined over
the field F(¢), of size O(s + nlog D) and depth A + polylog(n, D), that outputs Q(z) + O(e). Moreover,
there is an algorithm that, given D and the circuit C as input, outputs the circuit C' in O(s + nlog D) time.

We will typically be interested in the regime of parameters where D < poly(n). In this case, the
above theorem gives us a circuit of size O(s) that computes Q(z) + O((e).

Proof of Theorem 6.2. Let B, ..., Bn be n distinct elements in F and let #; :== Esym;(3). Define
H(zy)=y" = (@ +a)y"  + (@ Fa)y" " =+ ()" @)y + (1) (20 + ).

Note that

—

H(O,y) =y" —ay" '+ + (=1)"ay
=W—P1) - (y—Bn)

Since H(0, y) is square-free, by Newton iteration (Theorem 4.12), there exist power series A;(z) €
IF[z] such that A;(0) = B; and

n

H(z,y) = [ [(y — Ai(z)).

i=1

Applying Theorem 5.6 with degree parameter D, we get a circuit C; that takes asinput zy, ..., z,, B1, . ..

and outputs polynomials Ay, ..., A, € F[z] that are degree-D approximations of the y-roots of
H(x,y). Moreover, the circuit C; has size O(1log D) and depth polylog(, D). Since { A;(z)}_, are
the y-roots of H(z,y), by expanding the factorization of H(z, y), we see that Esym]-(Al, LAy =
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zj+wjforall j € [n]. Thus,

Q(z1+a1,...,zn +ay) = P(A1(2),..., An(2))
(A1(z),...,An(2z)) mod (z)PT1 Since deg Q = D
(A(z),...,Au(z)) mod (z)P+L. (6.3)

We build a circuit C, that feeds the approximate roots {A;(z) }_, as inputs to C and outputs
P(gl (z),..., gn(z)). From Eq. (6.3), the output of C; is of the form

Q(z1+a1,...,20 + ) + R(2),

where every monomial of R(z) has degree at least D + 1. Now, in the inputs to C,, we replace z; by
ez; and B; by €B;. Since a; = Esym;(3) and Esym, is a homogeneous polynomial of degree i, this

change of inputs sends a; to ¢'a;. The output is now of the form
Q(ezy +eaq, €20 + €%, ..., ez, + €'y, ) + Ri(ez1, ..., €2,).

Since Q is a homogeneous polynomial of degree D and every monomial of R(z) has degree at least
D + 1, the above expression simplifies to

ePQ(z1 +ar,z0 +eay, ..., zy + € tay) + O(ePT).
We will divide the output by ¢P and call the resulting circuit C3. The output of C; is of the form
Q(z1 +a1,z0 +enn, ..., zp + s”_locn) + O(e).

Finally, we obtain the desired circuit C’ by shifting z; to z; — ¢ ~'a;. The resulting circuit C’ outputs
the polynomial Q(z) + O(e). Note that from Corollary 4.6, there is an O(n) size and polylog(1)
depth circuit for computing all {«;} , from {B;}_,. Thus, the size of C’ is the sum of the sizes of
C and C; (the Newton iteration circuit), which is O(s 4+ nlog D). The depth of C’ is similarly the
sum of the depths of C and C;, which is A + polylog(n, D). Also, from Theorem 5.6, since there is
an algorithm that outputs C; in O(nlog D) time, we have an algorithm to output the circuit C’ in
O(s + nlog D) time. O

For our applications, we need a slightly more general version of the preceding theorem. We
need to handle

1. multi-output circuits instead of single-output circuits,
2. polynomials P(x, w) where P is symmetric only in the x variables, and

3. the case where the polynomial Q(z, w) is weighted homogeneous, not just homogeneous.
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The proof of Theorem 6.2 almost immediately extends to this more general setting. The only
change occurs when we multiply the z variables by ¢ to suppress the error term R(z). Instead of
multiplying each z; by e, we now multiply each z; by different powers of ¢, corresponding to the
weights with respect to which the polynomial Q(z, w) is weighted homogeneous.

Theorem 6.4. Let IF be a field of size at least n and e be a formal variable. Let dy,...,d, € IN and
D = max(dy,...,dn). Let C be a multi-output algebraic circuit of size s and depth A, that outputs
polynomials Py(x,w), ..., Pyu(x,w) € F[x,w|, which are symmetric in variables x1,...,x,. For each
i€ [m],let Qi(z1,...,2n, W) € Flz, w| be the unique polynomial such that

P;(x,w) = Q;(Esym,(x),...,Esym (x), w).

Suppose for all i € [m], Q;(z, w) is (ey, ..., en, £)-homogeneous of weighted degree d;. Then, there is a multi-
output algebraic circuit C', defined over the field F(e), of size O(s + nlog D) and depth A 4 polylog(n, D),
that outputs polynomials Q1(z,w) + O(e), ..., Qum(z, w) + O(e). Moreover, there is an algorithm that,
given D and the circuit C as input, outputs C' in O(s + nlog D) time.

Proof. Let B, ..., Bu be n distinct elements in IF and let #; = Esym,(3). The proof largely follows
the template of Theorem 6.2. Exactly as in Theorem 6.2, we define the polynomial H(z,y), its
power series roots Aj(z),...,Ay(z), and their degree-D approximations Ay(z),..., A,(z), and
build the circuit C; that computes the A;(z) via Newton iteration. From Theorem 5.6 applied with
degree parameter D, the circuit C; takes input zy,...,z,, B1 ..., Bn, outputs the approximate roots
A1(z),..., A(z), and does so in size O(nlog D) and depth polylog(n, D). Since { A;(z) }*, are the
y-roots of H(z,y), we have Esym;(Ay, ..., Ay) = zj +a; forall j € [n]. Thus, for each i € [m], we
have

@)
—~
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—_
+
=
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= Pi(A1(z),...,An(z),w) mod (z)P™!  Since degQ; < D
= Pi(Ai(2),...,A,(z),w) mod (z)P*1. (6.5)

We build circuit C, that feeds in {gi(l)}?:1 as inputs to C and outputs {P;(A(z),..., A, (z), w) iy
From Eq. (6.5), the i-th output of C; is of the form

Qi(zl +oa1,..,Zn + g, W) + Ri(zl W), (66)
where every monomial in z of R(z, w) € F[w][z] has degree atleast D + 1. Let E := max(ey, ..., en).
In the inputs to Cy, we replace z; by ¢°izj, Bj by - 8;, and w; by sffw]-. Since aj = Esymj(ﬁ) and
Esym; is a degree-j homogeneous polynomial, «; shifts to e/ «;. The output is now of the form

Qi(e%zy + ebay, €22y + e2Fay, ... ez, + e”Erxn,sfw) + Ri(e%2, ef ).
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Since Q; is a weighted homogeneous polynomial of weighted degree d; for weights (e, ..., ey, f)

and every z-monomial in R;(z, w) has degree at least D + 1, the above expression simplifies to
e1Qi(z1 + eF My, zo + 25 %0y, Lz 4+ €0y, W) + O(eP ). (6.7)

We divide the i-th output by e?i. We call the resulting circuit Cs. Its i-th output is of the form
Qi(z1 + eF %y, zp + 2 F%2ay, ...,z + "E 00, w) + O(eP %)

Finally, we obtain the circuit C’ by shifting z; to z; — ¢£~¢a;. The resulting circuit C’ outputs
polynomials Qi (z, w) + O(¢), ..., Qu(z,w) + O(e). Note that from Corollary 4.6, there is an O(1)
size and polylog(n) depth circuit for computing all {a;} ; from {B;}" ;. Thus, the size of C' is the
sum of the sizes of C and C; (the Newton iteration circuit), which is O(s + nlog D). The depth of
C’ too is the sum of depths of C and C;, which is A + polylog(n, D). Also, from Theorem 5.6, since
there is an algorithm that outputs C; in O(nlog D) time, we have an algorithm to output circuit C’
in O(s + nlog D) time. O

In all of our applications, we will be interested in designing small, shallow circuits that take the
coefficients of a univariate polynomial f = x" + Y/ ; f;x' as input. It turns out that these circuits are
easy to design if we are given the roots a1, . .., &, € F of f as input instead of the coefficients. We will
use Theorem 6.4 to transfer our circuit constructions from the root representation to the coefficient
representation. An annoying technical detail is that the coefficient f; of f is (—1)""Esym,_;(cv),
not Esym,_;(a), and so we cannot apply Theorem 6.4 literally as written. A simple change of signs
from z; to (—1)'z; in the polynomial Q;(z, w) extends Theorem 6.4 to this setting, resulting in the
following corollary.

Corollary 6.8. Let [F be a field of size at least n and € be a formal variable. Let dy,...,d, € N and
D = max(dy,...,dn). Let C be a multi-output algebraic circuit of size s and depth A, that outputs
polynomials Py(x,w), ..., Pyu(x,w) € F[x,w|, which are symmetric in variables x1,...,x,. For each
i € [m],let Qi(z1,...,2n, W) € Flz, w| be the unique polynomial such that

n
Pi(x,w) = Q; (Coeffy (H(y — xi)) ,w) .
i=1
Suppose for all i € [m], Qi(z, w) is (e1, . .., en, £)-homogeneous of weighted degree d;. Then, there is a multi-
output algebraic circuit C', defined over the field F(e), of size O(s 4 nlog D) and depth A + polylog(n, D),
that outputs polynomials Q1(z,w) + O(¢), ..., Qm(z, w) + O(e). Moreover, there is an algorithm that,
given D and the circuit C as input, outputs C' in O(s + nlog D) time.

Finally, we observe that Corollary 6.8 remains true if we assume that the symmetric polynomials
P(x) are themselves in the border of size-s circuits. This extension will be necessary for our GCD
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algorithm in Section 9.

Corollary 6.9. Let IF be a field of size at least n and €, 6 be formal variables. Let dy,...,d, € N and D =
max(dy,...,dm). Let C be a multi-output algebraic circuit over IF(5), of size s and depth A, that outputs
polynomials Py(x,w) + O(9),...,Pu(x,w) + O(6) € F(5)[x, w|, where Py, ..., P, are symmetric in
variables x1, . .., x,. Foreachi € [m], let Q;(z1,...,zn, W) € Flz, w] be the unique polynomial such that

n
Pi(x,w) = Q; (coeffy (H(y - xl-)> ,w> .
i=1
Suppose for all i € [m], Qi(z, w) is (e1, . .., en, £)-homogeneous of weighted degree d;. Then, there is a multi-
output algebraic circuit C' defined over the field F(g), of size O(s + nlog D) and depth A + polylog(n, D),
that outputs polynomials Q1(z,w) + O(¢), ..., Qm(z, w) + O(e). Moreover, there is an algorithm that,
given D and the circuit C as input, outputs C' in O(s + nlog D) time.

Proof. The proof is almost identical to that of Theorem 6.4. The only change is that in Eq. (6.6), the
output of the circuit is now

Qi(zl +061,. <esZn +0‘n/w) +Ri<zlw) +O((5)

D+1

Substituting J by P! merges the O(9) error term into the O(eP*1) error term appearing in Eq. (6.7).

The rest of the proof remains the same as in Theorem 6.4. O

7 Resultant of (f(x) 4+ y) and g(x)

Let f(x) = x" + Y fix' € F[x] and g(x) = x™ + Y ,' gix' € F[x] be monic polynomials of

degree n and m respectively. The Sylvester matrix of f(x) + y and g(x), denoted by Syl..(f(x) +
¥,8(x)), is the (m + n) x (m + n) matrix given by
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1 1
fn1 1 gm-1 1
: fn1 D &ma1
. . o .
YL (F(3) +1,8(x)) = o s
fi : 20 1
vt+h N Sm-1
y+ fo '
fi 81
y+fo g0

The resultant of f(x) + y and g(x), denoted by Res(f(x) +y,¢(x)), is equal to the determinant
of Syl (f(x) +y,g(x)). Clearly, Res,(f(x) +y,g(x)) is a polynomial in y with degree at most m.
Given the coefficients of f(x) and g(x), we would like to compute the coefficients of Res,(f(x) +
¥,8(x)) € Fly]. Since the input size is m + n and output size is m, it is feasible to ask for a
near-linear-size circuit for computing the above resultant. Unfortunately, we are not able to get
such a circuit, and instead show that coeff(Res,(f(x) +y,g(x))) is computable in the border of
near-linear-size circuits.

We first observe that there is a simple circuit that computes coeff(Res,(f(x) +y,g(x))) given
the roots of g(x). We will use the Poisson formula for resultants below to build this circuit.

Lemma 7.1 (Poisson formula for resultants (see, e.g., [CLOO05, Chapter 3])). Suppose f(x),g(x) €
IF[x] are monic polynomials and let B, ..., Bm € T be the roots of g(x). Then

m

Resy(f,8) = Hf(ﬁz)
i=1
Lemma 7.2 (Computing Res(f(x) + vy, g(x)) given roots of g(x)). Let IF be a field. For every m,n €
IN, there is a multi-output algebraic circuit C,, ,, defined over the field IF, of size 6(m + n) and depth
polylog(m + n), such that for all monic polynomials f (x) and g(x) of degree equal to m and n respectively,
we have

Cinn (coeff(f), (B1,--.,Bm)) = coeff (Resy(f(x) +y,8(x))),

where By, ..., Bm € F are the roots of g(x).
Moreover, there is an algorithm that, given m and n as input, outputs Cy, , in time O(m + n).
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Proof. By the Poisson formula (Lemma 7.1), we have

m

Resy(f(x) +y,8(x)) = H(f(ﬁi) +y).
i

Using the above formula, we build the circuit C to compute Res,(f(x) 4+ y,g(x)) as follows: using
the circuit for univariate multipoint evaluation (Lemma 4.3), given coeff(f) and B, ..., B as input,
we compute f(B1),...,f(Bm). Then using the circuit for multiplying linear terms (Corollary 4.5),
given f(B1),..., f(Bm) as input, we compute coeff([Ti; (f(Bi) +¥))-

The size and depth bounds for C follow from Lemma 4.3 and Corollary 4.5. Also, again from
Lemma 4.3 and Corollary 4.5, the above construction gives an algorithm, which given m and n as
input, outputs C,, , in time O(m + n). O

Each coefficient of Res, (f(x) +v,g(x)) is a polynomial function of {f;}/; and {g;}"'. Let
Qi(fo,--sfu1,80---,8m-1) = [y']Resy(f(x) +y,g(x)) be the coefficient of y in Res,(f(x) +
¥,8(x)). We can write Res, (f(x) +y,g(x)) as

m—1 )
Res, (f(x) +y,8(x)) =y" + ;) Qi(for---r fu-1,80,---,8m-1) - Y'-

Below, we observe that each Q;(fo, ..., fu-1,80,---,gm—1) is a weighted homogeneous polynomial.

Lemma 7.3 (Resx (f(x) +v,g(x)) is weighted homogeneous). Let f(x) = x" + Y| fix' and g(x) =
x4+ Y e, Suppose

m—1
Res (f(x) +y,8(x)) =y" + ZO Qi(for---s fu-1,80, - &m-1) - ¥’

where Qi(fo, -+, fn-1,80,---,8m—1) = [y'] Resy(f(x) +y,g(x)). Then, for each i € {0,1,...,m — 1},
Qjisan (n,n—1,...,1, m,m—1,...,1)-homogeneous polynomial with weighted degree n(m — i).

Proof. Letay, ..., a, be the roots of f(x) and B, . .., Bm be the roots of g(x). By the Poisson formula
(Lemma 7.1),

m

Res,(f(x) +v,8(x)) = [y + f(Bi))

i=1
m—1

=y"+ ) Esym, (f(B1),.-- f(Bm)) V"

i=0
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Let Pi(a1, ..., &y, B1,- .., Bm) be the coefficient of yi above. Expanding out P;, we have

Pi(le, R 7P 131, e ,ﬁm) = Esymmfi(f(ﬂl), .. ,f(,Bm))
= Esym,,_,({f(Bj)}iZ1)
=Esym, ;({(Bj—wa1) - (Bj—a2) -+ (Bj —an)}iLq)-

Thus, P;(ay,..., a4, B1,. .., Bm) is a homogeneous polynomial of degree n(m — i). By Lemma 4.10,
it follows that Q;isa (n,n—1,...,1, m,m —1,...,1)-homogeneous polynomial with weighted
degree n(m —i). O

From the circuit in Lemma 7.2 that takes the roots of g(x) as input, we build an equivalent circuit
(in the border sense) that takes coefficients of g(x) as input. We use Theorem 6.4 to accomplish
this. Note that Theorem 6.4 requires that Res,(f(x) + y, g(x)) is weighted homogeneous in the
coefficients of f(x) and g(x), which we showed above in Lemma 7.3. We stitch together all of these
details below.

Theorem 7.4 (Computing Res, (f(x) +y,g(x)) in border). Let IF be a field and € be a formal variable.
For every m,n € IN, there is a multi-output algebraic circuit Cy, ,, defined over the field F(e), of size

O(m + n) and depth polylog(m + n), such that for all monic polynomials f(x) and g(x) of degree equal
to m and n respectively, we have

Cnn (coeff(f), coeff(g)) = coeff (Resy(f(x) +y,g(x))) + O(e).

Moreover, there is an algorithm that, given m and n as input, outputs Cy, , in time O(m +n).

Proof. Suppose f(x) = x" + Y/} fix' and g(x) = x™ + Y1 ¢ix’ € F[x] and By, ..., Bm € F are
the roots of ¢(x). By Lemma 7.2, there is a circuit C’ of size O(m + n) and depth polylog(m,n) such
that,

C’ (coeff(f), (B1,-- -, Bm)) = coeff (Res:(f(x) +y,8(x))) -

We will denote the outputs of C" by {Pi(fo, ..., fu—1,B1,---,Bm) ;":’Ol, SO

m—1 )
Resy(f(x) +y,8(x)) =y" + ZO Pi(fo, s fa1,B1s-- s Bm) - V"

From Lemma 7.3, Res,(f(x) + v, g(x)) can also be written as

m—1 )
Res,(f(x) +y,8(x)) =y" + ;) Qi(fo,--s fu-1,80,- -, &m-1) - ¥,
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where Q; are weighted homogeneous polynomials of degree n(m — i) for weights (n —1,n —
2,...,1m—1,m—-2,...,1). Sinceforalli € {0,1,...,m — 1}, the polynomial P;(fo, ..., fu—1,B1,---,Bm)
is symmetric in 3, and Q; is a weighted homogeneous polynomial of degree n(m — i), we can apply
Corollary 6.8 to the circuit C’ to obtain a circuit C such that

C (coeff(f), coeff(g)) = coeff (Res,(f(x) +y,8(x))) + O(e).

The size and depth bounds for C follow from Lemma 7.2 and Corollary 6.8. Also, again from
Lemma 7.2 and Corollary 6.8, the above construction gives an algorithm, which given m and n as
input, outputs C, , in time O(m + n). O

8 Modular Composition

Let f(x), g(x), and h(x) € FF[x]. Given the coefficients of f(x), ¢(x), and h(x), we would like to
compute the coefficients of f(g(x)) mod h(x). We assume that f(x) and g(x) have degree at most
n and m, respectively, and that (x) has degree m. This assumption is without loss of generality,
because f(g(x)) = f(g(x) mod h(x)) mod h(x), and we can compute g(x) mod h(x) (which has
degree at most m) by using the circuit for polynomial division with remainder (Lemma 4.2). Since
the input size is O(m + n) and output size is m, we ask: Is there a near-linear-size circuit to compute
coeff(f(g(x)) mod h(x))? Unfortunately, we are unable to answer this, and instead show that

coeff(f(g(x)) mod h(x)) is computable in the border of near-linear-size circuits.

8.1 Modular Composition from roots of /(x)

Suppose h(x) is square-free. As in Section 7, we first observe that there is a simple circuit to
compute coeff(f(g(x)) mod h(x)) given the roots of h(x). We will use the following lemma that
shows that coeff(f(g(x)) mod h(x)) is uniquely determined by the evaluations of f(g(x)) at the
roots of h(x).

Lemma 8.1. Let f(x) and g(x) € Fx]. Let h(x) € F[x] be a square-free polynomial with degree m and
Y1,--.,Ym € T be the distinct roots of h(x). Suppose r(x) is the unique polynomial with degree less than m

such that for all i € [m], r(y;) = f(g(7i)). Then r(x) = f(g(x)) mod h(x).

Proof. By the division algorithm,

f(8(x)) = qo(x) - h(x) + ro(x),

where go(x) is the quotient and r(x) is the remainder with degree less than m. By definition of
modular composition, ryp(x) = f(g(x)) mod h(x). Note that for each i € [m], since h(7;) = 0, we
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have ro(i) = f(g(7i))- Since r(x) has degree less than m and by the uniqueness of the interpolating
polynomial r(x), we have r(x) = ro(x) = f(g(x)) mod h(x). O

Using the above lemma, we get the following simple, near-linear-size circuit for modular

composition when we are given the roots of h(x) as part of the input.

Lemma 8.2 (Circuit for Modular Composition given roots of h(x)). Let F be a field. For every
m,n € IN, there is a multi-output algebraic circuit Cy, ,, defined over the field IF, such that the following is
true. For all polynomials f(x) and g(x) of degree at most n and m, respectively, and all monic, square-free
polynomials h(x) of degree equal to m, we have,

Con,n (coeff(f),coeff(g), (71,-..,vm)) = coeff (f(g(x)) mod h(x)),

where y1, ..., m € F are the roots of h(x). Moreover, there is an algorithm that, given m and n as input,
outputs Cy, , in time O(m + n).

Proof. Let r(x) be the unique interpolating polynomial with degree less than m such that for all
i € [m], wehave r(y;) = f(g(i)). Lemma 8.1 implies (x) = f(g(x)) mod h(x). So, we build the
circuit C to compute coeff(r) as follows: Using the circuit for univariate multipoint evaluation
(Lemma 4.3), given coeff(g) and 71, ..., vm as input, we compute g(v1),...,8(Ym). Again using
Lemma 4.3, given coeff(f) and g(71),...,§(ym) as input, we compute f(g(v1)), ..., f(g(ym)). Fi-
nally, using the circuit for univariate interpolation (Lemma 4.4), given (71, f(g(71)), - -, (Ym, f(g(Ym))
as input, we compute coeff(r).

The size and depth bounds for C follow from Lemma 4.3 and Lemma 4.4. Also, again from
Lemma 4.3 and Lemma 4.4, the above construction gives an algorithm, which given m and n as
input, outputs Cy, , in time C~)(m +n). O

8.2 Homogeneity of Modular Composition

Suppose h(x) is a monic polynomial. In this case, we observe below that the coefficients of
f(g(x)) mod h(x) are polynomial functions of coeff( f), coeff(g), and coeff(h).

Lemma 8.3. Let F(x) and h(x) € F[x]. Suppose h(x) is a monic polynomial. Then the coefficients of the
quotient and remainder of F(x) divided by h(x) are polynomial functions of coeff(F) and coeff(h).

Proof. Suppose deg(F) = n and deg(h) = m. Let F(x) = I, Fix' and h(x) = x™ + ¥, hix'. By
the division algorithm, we have

F(x) =q(x) - h(x) +r(x), (8.4)
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where g(x) is the quotient and r(x) is the remainder with degree less than m. By definition, we
have r(x) = F(x) mod h(x). If deg(F) < deg(h), then g(x) = 0 and so r(x) = F(x). Thus, the
coefficients of r(x) are trivially polynomial functions of coeff(F) and coeff(h).

Suppose instead that deg(F) > deg(h), i.e., n > m. In this case, deg(q) = n — m. Write
g(x) = Y gix’ and r(x) = Y, rix’ € Fx]. By comparing the coefficients of x” on both sides of
Eq. (8.4), we obtain the following set of linear equations

1
M1 qn_m Fy
1 : F, 1
0
hy1 1 r,Zl = | F2
ho 1 . :
Fo
ho 1

Let us denote the above matrix by M. The matrix M is the Sylvester matrix of 1(x) and 1, where 1
is interpreted as a polynomial with degree n — m + 1. Since M is a lower triangular matrix with
1 along its diagonal entries, we have det(M) = 1. Thus, M is invertible and we can solve for
coeff(q) = (qo,--.,qn-m) and coeff(r) = (ro,...,,—1) from the above set of equations. Using
Cramer’s rule and the fact that det(M) = 1, it follows that (qo,...,qn—m) and (ro,...,7,—1) are
polynomial functions of coeff(F) = (Fy, ..., F,) and coeff(h) = (ho, ..., hy). Thus, the coefficients
of g(x) and r(x) are polynomial functions of coeff(F) and coeff(h). O

Suppose f(x) = Y1, fix, g(x) = Yy gix' and h(x) = x™ + Y1 P hix! € Flx]. Let

Qi(for-- s fur &0+ 8miho, - 1) = [x'] (f(g(x)) mod h(x))

be the coefficient of x* in f(g(x)) mod h(x). We can write f(g(x)) mod h(x) as

m—1 .
f(g(x)) mod h(x) = ;} Qi(fo,-- s fu, 80, &m Mo, oo ip—1) - X"

Below, we will show that each Q;(fo, -, fu,§0,---,Sm, ho, - .., hm—1) is a weighted homogeneous
polynomial. Our proof makes use of the Lagrange interpolation formula, which we recall below.

Lemma 8.5 (Lagrange Interpolation (see, e.g., [vzGG13, Section 5.2])). Let ay, ..., a  be distinct points
in IF. Then for any B1,...,Bs € F, there is a unique polynomial r(x) of degree less than d such that
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r(a;) = Bi forall i € [d]. Furthermore, the polynomial r(x) is given by

) = Y <Hx_“]'_)-

i—1 AT

To show that each Q; is a weighted homogeneous polynomial, we use the same idea as in
Lemma 4.9 and Lemma 4.10: if h(x) € F[x] is a polynomial with roots 71, ..., vm € F, then any
homogeneous expression in the roots of & corresponds to a weighted homogeneous expression
in the coefficients of /, since the coefficients of h are homogeneous functions (of known degree)
of the roots of h. The same idea applies to expressions that are homogeneous in the roots of two

polynomials, such as g(-y;), which can be expanded as

m

g(vi) =T1(vj— Bm)

i=1

where B1, ..., Bm € F are the roots of g(x). If we let ay,...,a, € IF be the roots of f(x), then the

outer evaluation f(g(7;)) can be written as
Fle)) =T Tts() ) =] (f{(w B - ) .

If we treat o; as having degree m, then this is a homogeneous expression in all three sets of roots,

and so the corresponding expression in the coefficients of f, g, and & is a weighted homogeneous

polynomial.

We now make the preceding sketch precise, showing that each Q; is a weighted homogeneous
polynomial.
Lemma 8.6 (Modular composition is weighted homogeneous). Let f(x) = Y, fix|, g(x) =

"o gixiand h(x) = x™ + Y L hix! € F[x]. Suppose
m—1 )
f(g(x)) mod h(x) = Y Qi(fo,---s fu,80s---r&m/hos - - 1) - X',
i=0

where Q;(fo, .., fu, 80, S Hos -+ hm—1) = [x'](f(g(x)) mod h(x)). Then foreachi € {0,1,...,m—
1}, the polynomial Q;isan (m-n,m-(n—1),...,m-0,m,m—1,...,0,m,m —1,...,1)-homogeneous
polynomial with weighted degree mn — i.

Proof. Let7y,...,vm € IF be the roots of h(x), counted with multiplicity. Suppose (x) is the unique
polynomial with degree less than m such that for all i € [m], we have r(y;) = f(g(7i)). By the
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Lagrange Interpolation formula (Lemma 8.5), we have

r(x) = if(g(vj)) : (H * Tk ) . 8.7)

j k£ Vi T VK

Lemma 8.1 implies that r(x) = f(g(x)) mod h(x), so for eachi € {0,1,...,m — 1}, we have

Qi(fo,. . .,fn,go,. . .,gm,ho,. . -/hm—l)
= [x]r(x)

= (-1 if(g(vj)) : (H
P

~Esym_ o (Y1, Yiel Yidds o0 Ym)- (8.8)
k#j,yj_,yk> ym, 4 z( j=11j+1 m)

The last equality above follows from Eq. (8.7). Let t be a fresh variable and consider the following
auxiliary polynomials F(x), G(x), and H(x) in F[t][x], defined as
n . n . .
F(x) := ZFixl = Ztm(”_l)fixl
i=0 i=0

G(x) == ZGZ-xl = Ztm_lgix’
i=0 i=0

m—1 m—1
H(x):=x"+ Y Hix' =x"+ ) t" '
=0

i i=0

Note that for each i € [m], H(ty;) = t"h(y;) = 0. Thus, t71, ..., tyy are the roots of H(x). Also,
note that F(G(ty;)) = F(#"g(v:)) = t"™"f(g(+y;)). Consider

Qi(tmnfOI tm(n_l)fl/ e /tofn/ tmg()/ tm_lgl/ cecy togm/ tthI tm_lhll cecy thmfl)
- QI(POI' . .,Fn,GO,. . .,Gm,HO,. . ‘IHTI’I71)‘

By applying Eq. (8.8) to F(x), G(x), and H(x), we get,
Qi(FOI- . -/Fn—erO/- “er—l/HOr“'/Hm—l)

= (-t iF(G(t%)) : (]—[ :
i

— | -Esym___, (ty1,...,tYi—1, tYie1, ..., L
K t'Yj_t’Yk> ym, 4 z( Y '}’] 1 'V]—I—l ')’m)

i 1 1 .
= (=" Y f(g(y) - mn—1 (1;1 ')’j_'Yk) A Esymy, o (Y Yo Vit Ym)
j=1 k#j

= tm”_i(—l)m_l_i if(g(’yj)) . (H ) -Esym,, 4 ;(71,.. V=1 Y+l s Ym)
i=

k#j ')’j — Yk
= tmniiQi(fOI- . -/fn—lrgOr---/gm—llhOI- . -/hm—l)
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From the above set of equations, and since Q; is a polynomial (from Lemma 8. 3) we have,
foreachi € {0,1,...,m—1},Q;is(m-n,m-(n—1),m-(n—2),...,m-0, m,m — .,0,m,m—
1,...,1)-homogeneous polynomial with weighted degree mn — i. O

8.3 Modular Composition in border from coefficients

In Lemma 8.2, we built a circuit for modular composition that takes the roots of /(x) as input. We
will use Theorem 6.4 to construct an equivalent circuit that takes coefficients of /1(x) as inputs and
outputs the coefficients of f(g(x)) mod h(x) in the border. Theorem 6.4 required that f(g(x)) mod
h(x) is weighted homogeneous in the coefficients of f, g, and h, which we have shown in Lemma 8.6.

Theorem 8.9 (Modular Composition in the border). Let IF be a field and € be a formal variable. For every
m,n € IN, there is a multi-output algebraic circuit Cy, ,, defined over the field IF (), such that the following
is true. For all polynomials f(x) and g(x) of degree at most n and m, respectively, and all monic, square-free
polynomials h(x) of degree equal to m, we have,

Cinn (coeff(f), coeff(g), coeff(h)) = coeff (f(g(x)) mod h(x)) + O(e).

Moreover, there is an algorithm that, given m and n as input, outputs Cy, , in time 5(711 +n).

Proof. Suppose f(x) = Y1 fix!, g(x) = X gix!, h(x) = x™ + Y hix' € Flx] and 71,..., Ym €
FF are the roots of h(x). By Lemma 8.2, there is a circuit C’ of size O(m + 1) and depth polylog(m, n)
such that

C' (coeff(f), coeff(g), (v1,.--,vm)) = coeff (f(g(x)) mod h(x)).

We will denote the outputs of C" by {Pi(fo,- -, fn, L0, -+, &m Y1+, 'ym)};’;)l, S0

m—1

f(g(x)) mod h(x) =} Pi(fo, - fur -+ &ms Y1s- o Tn) - X'

=0
From Lemma 8.6, f(g(x)) mod h(x) can also be written as,

m—1

f(g(x)) mod h(x) = Z i(for s frnr Q0 rQmihoy oo 1) - X
i=0
where Q; are weighted homogeneous polynomial of degree nm — i for weights (mn, m(n —1), m(n —
2),....mmm—1,...,1, mym—1,...,1). Since for all i € {0,1,...,m —1}, the polynomial
Pi(fo,- ) fu,80s---,&m,Y1,---,Ym) is symmetric in v, and Q; is a weighted homogeneous poly-
nomial of degree nm — i, we can apply Corollary 6.8 to the circuit C’ to obtain a circuit C such

42



that
C (coeff(f), coeff(g), coeff(h)) = coeff (f(g(x)) mod h(x)) + O(e).

The size and depth bounds for C follow from Lemma 8.2 and Corollary 6.8. Also, again from
Lemma 8.2 and Corollary 6.8, the above construction gives an algorithm, which given m and n as
input, outputs Cy, , in time 6(111 +n). O

In Theorem 8.9, we had assumed that h(x) is square-free. Below we will extend the theorem for
non-square-free /1(x) by a simple continuity argument. For proving this, we will need the definition
of the discriminant of a polynomial.

Definition 8.10. Let f(x) € F[x]. We define the discriminant of f(x), denoted by Disc(f), to be equal to
(—1)@ Resy(f(x), f'(x)). 0

For a quadratic polynomial p(x) = ax? + bx + ¢, the discriminant has the familiar formula

Disc(p(x)) = a - (b* — 4ac) and it is non-zero exactly when p(x) is square-free. This property holds

in general for all univariate polynomials.

Lemma 8.11 (see, e.g., [vzGG13, Corollary 6.17]). A polynomial f(x) € F[x] is square-free if and only
if Disc(f) # 0.

Having defined the discriminant, we generalize Theorem 8.9 for all monic polynomials 7(x).

Theorem 8.12. Let IF be a field and € be a formal variable. For every m,n € IN, there is a multi-output
algebraic circuit Cy, ,, defined over the field (&), such that the following is true. For all polynomials f(x)
and g(x) of degree at most n and m respectively, and all monic polynomials h(x) of degree equal to m, we
have

Cnn (coeff(f), coeff(g), coeff(h)) = coeff (f(g(x)) mod h(x)) + O(e).

Moreover, there is an algorithm that, given m and n as input, outputs Cy, , in time O(m + n).
Proof. Suppose h(x) = x" + Y U hix' € Flx]. Let the coefficients of f(g(x)) mod h(x) be of the
form

m—1
f(g(x)) mod h(x) == Y Qi(ho, .., hm—1) - ' (8.13)
i=0

Note that Q; also depends on coeff( f) and coeff(g), but for ease of notation, we do not specify it in
the above expression.

Let ¢ be a formal variable. Consider the monic polynomial /1(x) := r(e, x) = (1 —¢)h(x) +e(x" —
1) € F(e)[x]. Note that since x" — 1 is square-free, by Lemma 8.11, we have Disc(r(1, x)) # 0. Thus
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Disc(fi(x)) = Disc(r(e, x)) # 0, and again by Lemma 8.11, this implies that /1(x) is square-free. The
coefficients of /1(x) are of the form

m—1

h(x) =x"+ Y (hj — ehi)x' + (ho — e(ho — 1))

I
XS
_|_

I ng
N)H
R

By applying Eq. (8.13) to f(x), g(x), and /i(x) (note that 1 and /1 have the same degree and are both

monic), we have

m—1

f(g(x)) mod h(x) := Z Qi(ho, ... hy_1) - x° (8.14)
i=0

Since /1(x) is square-free and monic, by Theorem 8.9, there is a circuit C of size O(m +n) and
depth polylog(m, n) such that

C (coeff(f),coeff(g),coeff(ﬁ)) = coeff (f(g(x)) mod fz(x)) + O(e).

From Eq. (8.14), the outputs of C are {Q;(fo, ..., u_1) + O(e)}1;'. Foreachi € {0,1,...,m — 1},
we have

~

Qi(hO/ .. .,flmfl) + O(s) = Qi(ho + £(h0 — 1),h1 +ehy,. ... by + Ehmfl) + O(E)
= Qi(l’lo,hl, .. .,hmfl) + O(€)
= [x'](f(g(x)) mod h(x)) + O(e)  (By Eq. (8.13))

The penultimate equality above follows by applying Taylor expansion around (hy, ..., h,_1). Thus,
the circuit C outputs coeff(f(g(x)) mod h(x)) + O(e). The size and depth bounds for C follow
from Theorem 8.9. Also, Theorem 8.9 gives an algorithm that given m, 1, outputs C in O(m + n)
time. O

9 Fast & parallel polynomial GCD

Let f(x) and g(x) be monic polynomials of degree n and m, respectively, with n > m. We are
interested in efficiently computing the GCD of f(x) and g(x).° In particular, we would like to
construct a small, low-depth circuit that takes the coefficients of f(x) and g(x) as input and outputs

the coefficients of ged( f, ). In general, the GCD is not a rational function of the coefficients of f(x)

®The GCD is only defined up to scaling by a constant, so to speak of the GCD, we require the GCD to be a monic
polynomial.
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and g(x), as the following example shows:

x—a ifa=p,

gcd(xoc,x,B){1 fx £ B

Because of this, we cannot hope to compute the GCD from the coefficients of f and g with only
the operations of addition, subtraction, multiplication, and division. Suppose that in addition to
coeff(f) and coeff(g), we are given a natural number d with the promise that d = deg(gcd(f,g)).
In this case, the coefficients of the GCD can be expressed as rational functions of the coefficients of

f and g, as the following lemma shows.

Lemma 9.1. Let n,m,d € N be natural numbers such that d < min(n, m). There are rational functions
Qo,---,Q4 € Flyo,---,Yn,20,---,2m) such that for all polynomials f,g € F[x] of degrees n and m,
respectively, if deg(ged(f, g)) = d, then

Qi(coeff(f), coeff(g)) = [x'] ged(f(x), g (x))
forallie {0,1,...,d}.

Proof. Suppose deg(gcd(f,g)) = d. Then there exist polynomials a(x) and b(x) of degree less than
m — d and n — d, respectively, known as the Bézout coefficients of f and g, such that

a(x)f(x) + b(x)g(x) = ged(f, g)-

By equating the coefficients of powers of x on the left- and right-hand sides above, we obtain
a system of linear equations, where the coefficients are the known coefficients of f(x) and g(x),
and the unknowns are the coefficients of a(x) and b(x). The polynomial on the left-hand side
above has degree at most n + m — d — 1. Because we are promised that deg(gcd(f, g)) = d, we can
infer n + m — 2d equations: one that enforces the x? term to have coefficient 1, and n +m — 2d — 1

equations that force all higher-degree terms in x to have a coefficient of zero. This results in the
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linear system

fﬂ gm
fn—l f" Em—1 m
. : : Ap—d—1 0
fn7m+d+1 fn 8d+1 et Oy
. . . ag B
bua—r | | o |
far1 co e fm Smensdil ottt e Sm ”. :
i . ) ) : 0
bo 1
f2d7m+l fd Jy D R 7

where the a; and b; are the coefficients of a(x) and b(x), respectively, and we adopt the convention
that f; = ¢; = 0if i < 0 above. If the matrix on the left-hand side above is invertible, then we can
express the coefficients of a(x) and b(x) as rational functions in the coefficients of f(x) and g(x).
Because a(x)f(x) + b(x)g(x) = ged(f, g), this implies that the coefficients of the GCD are likewise
rational functions of the coefficients of f and g.

It remains to show that the matrix above is invertible. Suppose it were not: then there would
be polynomials 4(x) and b(x) in its kernel, so the polynomial a(x)f(x) + b(x)g(x) would have
degree less than d. This contradicts the promise that deg(gcd(f,g)) = d, since ged(f,g) is the
lowest-degree polynomial in the ideal generated by f and g. Thus the matrix above is invertible as
claimed.” O

From Lemma 9.1, we can hope to compute gcd( f, g) using an algebraic circuit if we also know

its degree. Explicitly, we want to build a circuit family {C,, ,,, 4} N Where C,, ., ; takes as input

n,m,de
coeff(f) and coeff(g), and if deg(gcd(f,g)) = d, then C,, ,,, ; correctly outputs the coefficients of
gcd(f,g). Borodin, von zur Gathen and Hopcroft [BvH82] described such a circuit family for
computing the GCD. Their construction essentially follows the proof of Lemma 9.1. The main task
is to invert the subresultant matrix appearing there, which can be done in polynomial size and
O(log2 n) depth due to work of Csanky [Csa76] and Berkowitz [Ber84].

Our goal is to show that the GCD can be computed in the border of circuits of near-linear
size and polylogarithmic depth. Our main inspiration comes from recent work of [AW24] and
[BKR"25], who showed that the GCD of two polynomials can be computed by constant-depth
circuits of polynomial size. The key idea in these works was to manipulate the roots of polynomials
f(x) and g(x) given implicit access to these roots via the coefficients of f(x) and g(x). Below, we

"The determinant of this matrix is known as a subresultant of f and g. More generally, this matrix is invertible
whenever the extended Euclidean scheme of f and g contains a remainder of degree d. For details, see, e.g., [vzGG13,
Corollary 6.49].
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give a brief overview of [AW24] for computing the GCD of square-free polynomials, and then an
extension of their technique to non-square-free polynomials in [BKR"25].

Suppose {1, ..., a,} is the multi-set of roots of f over F. Andrews & Wigderson [AW24] define
the following operations to filter out the roots of f(x) based on g(x):

Filter(f g #0)= [] (v—w)

i€[n] : g(a;)#0

Filter(f |g=0)= [] (y—w)

i€[n] : g(a;)=0

Suppose f(x) and g(x) are square-free polynomials. If we are given deg(gcd(f,g)), then [AW24]
showed that the above filter operations can be computed by constant depth circuits. Note that the
circuit takes as input coeff(f) and coeff(g), but does not have direct access to the roots {1, ...,a,}.
A priori, this seems surprising, since the filter operation definition itself seems to rely on knowledge
of the roots {1, ...,a,}. Andrews & Wigderson [AW24] showed that the filter operation can be
computed essentially by evaluating the elementary symmetric polynomials on {g(a1), ..., g(an)}-
These evaluations are clearly symmetric in the «;, and so by the fundamental theorem of symmetric
polynomials, these evaluations can be computed from the coefficients of f and g. At this point, they
observe that if f(x) and g(x) were square-free polynomials, then ged(f, g) = Filter(f | g = 0).
Bhattacharjee et al. [BKR " 25] generalized this idea to compute the GCD of arbitrary polynomials
using the filtering operation. They consider the auxiliary polynomial F(x,z) := f(x) +z - g(x),
where z is a fresh variable. Suppose {1, ..., &, } is now the multi-set of x-roots of F(x, z) over the

field F(z). They observed that F(«,z) = 0 and g(«) = 0 precisely when « is a root of ged(f, g),
and in such a case, the multiplicity of a as a root of F(x, z) is the same as the multiplicity of « in
gcd(f, g). In other words, they observed that

ged(f,g) = Filter(F | g =0).

Our goal will be to show that Filter(F | ¢ = 0) is in the border of circuits of near-linear size and
polylog(m, n) depth. Before doing this, we first record as a lemma the fact that Filter(F | g = 0)
indeed equals ged(f, g).

Lemma 9.2 (implicit in the proof of [BKR 25, Theorem 4.4]). Let f(x) and g(x) be monic polynomials
in F[x| of degree n and m, respectively, with n > m. Let F(x,z) = f(x) +z - g(x), where z is a fresh
variable. Then

sl ste) =13 =0) = ey

where F(x, z) is viewed as a polynomial in F(z)[x].
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From here on out, our main focus will be to compute Filter(F | ¢ # 0). From this expression,

Lemma 9.2 above gives us a simple way to compute GCD using polynomial division with F(x, z).

9.1 Computing filtered polynomials from roots

We start by implementing the filtering operation Filter(f | ¢ # 0). Although we only need
to compute Filter(F | ¢ # 0) for F(x,z) = f(x) +z - g(x), we will address the general case of
computing Filter(f | ¢ # 0) for any pair of polynomials f and g in this subsection. As in Sections 7
and 8, we will first design circuits that compute Filter(f | g # 0) from the roots of f(x) and g(x).
Unlike our previous results, we will only obtain a border circuit that computes Filter(f | ¢ # 0), as
opposed to a circuit that exactly computes Filter(f | g # 0).

We first determine how the coefficients of the polynomial Filter(f | ¢ # 0) depend on the
roots of f and the coefficients of g. Because the polynomial Filter(f | ¢ # 0) is normalized to
have leading coefficient one, its coefficients are rational functions of the roots of f and coefficients
of ¢. These rational functions are easy to describe explicitly, and this description will be useful
later when we want to show that they correspond to weighted homogeneous polynomials in the
coefficients of f and g.

Lemma 9.3. Let FF be any field and let n,m,d € N withn > m > d. Let f,g € F[x] be monic
polynomials of degrees n and m, respectively, and let {ay,...,a,} C T be the multi-set of roots of f.
Suppose degFilter(f | ¢ # 0) = d. Then the polynomial Filter(f | g # 0) is given by

|  Esymy((y — m)g(a) .., (v — a)g(x))
Filter(f | g # 0) = === e g(@n) '

Proof. Let h(x,y) := (y — x)g(x). For each i € [n], note that h(«;,y) = 0 if and only if g(«;) = 0.
Since we know that degFilter(f | ¢ # 0) = d, there are n — d roots «a;,, ... ,&; _,, counted with
multiplicity, such that hi(a;,, y) = 0. This implies that

Esym,(h(a1,y), ..., h(awy)) = [T  hlaiy)
i€[n]:h(a;,y)#0
= I -adgla)
ie[n]:g(a;)#0

= (y—ai) | - g(a;)
( ie[”]gﬁ)#o ) < ie[n}}g—({q)yéo )
= Filter(F | g # 0) - Esym,(g(a1),...,g(an)).

Thus

Esym,(h(a1,y),..., h(an,y))

Filter(F | g #* 0) = Esymd(g((xl),...,g(lxn))

7
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as claimed. 0

We now describe a small circuit that computes the numerator and denominator of Filter(f |
g # 0) as determined in Lemma 9.3.

Lemma 9.4. Let IF be any field and let n,m € N withn > m. There is a family of circuits {Cy : 0 < d < m},
defined over F(e), such that for all d € {0,1,...,m}, the circuit Cy has size O(n), depth polylog(n), and
satisfies the following.

Let f,¢ € F[x] be monic polynomials of degrees n and m, respectively, and let {ay, ..., a,} C T be the
multi-set of roots of f. Suppose that deg(Filter(f | g # 0)) = d. Then the circuit C; computes

Ca((a1, ..., 0n),coeff(g))
= (Esym,({g(a;)};_;), coeff (Esym,({(y — a;)g(a:)}i_1))) + O(e).

Moreover, there is an algorithm that, given n, m, and d as input, outputs the circuit Cy in 5(71) time.

Proof. We first compute Esym(g(«1),...,g(a,)). From coeff(g) and ay, ..., a,, we compute the
evaluations g(ay),...,g(a,) in O(n) size and polylog(n) depth using the multipoint evaluation
circuit of Lemma 4.3. We can then compute Esym;(g(a1),...,g(«x,)) from these evaluations within
the same size and depth bounds using Corollary 4.6.

Let h(x,y) = (y — x)g(x). We now compute the coefficients of Esym(h(a1,y),..., h(an,Yy))-
This is where we make use of border complexity. Observe that

n

TT (e hey)) = P Bsym, (e )}i)
i€ln j=

= L SjESYmn—j({h(“i/y)}?:l)/

j=n—d

where the second equality follows from the fact that deg(Filter(f,g)) = d, so the firstn —d — 1 of
the terms in the product [Tic [, (€ + h(a;, y)) simplify to e. We can compute the y-coefficients of this
polynomial by applying Corollary 4.5 to the product

n n
[T(e+haiy)) = T(e+ (v — i) - glas)-
i=1 i=1
We have already computed the g(«;), so we can compute the y-coefficients of this polynomial in
an additional O(n) size and polylog(n) depth. Finally, dividing the output of this computation by
"~ produces the y-coefficients of

Y &0 DBsym, | ({h(w, )},

j=n—d
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which tend to the y-coefficients of Esym;(h(a1,y), ..., h(an, y)) as € tends to zero.

Finally, we remark that the preceding circuit construction can be carried out in O(n) time,
as each subcircuit invoked can be constructed in O(n) time, and the connecting gates between
subcircuits can likewise be constructed in O() time. O

9.2 Weighted homogeneity of filtered polynomials

By combining Lemma 9.4 with Lemma 9.3, we obtain a small, low-depth circuit that computes
the polynomial Filter(F | ¢ # 0) when we have access to the roots of F(x,z) = f(x) +z- g(x).
This can be used to compute the GCD via Lemma 9.2. As in earlier sections, we will convert this
to a circuit that computes Filter(F | ¢ # 0) from the coefficients of F and g alone. To do this, we
need to first establish that the coefficients of the filter polynomial Filter(f | g # 0) are weighted
homogeneous functions of the coefficients of f and g.

Lemma 9.5 (We1ghted homogeneity of filtered polynomials). Let f(x) = x" + Y1 fix! and g(x) =
X"+ Y et Suppose that deg(Filter(f | g # 0)) = d. Then there are polynomzals Qi+, Qo, Quen
such that

Filler( | g % 0)y) = 3 2ol

Moreover, for each i € [d], the polynomial Q;is (n,n—1,...,1,m,m—1,...,1)-homogeneous of weighted
degree (m + 1)d — i, and the polynomial Qg is (n,n —1,...,1,m,m—1,...,1)-homogeneous of weighted
degree md.

Proof. Let {B1,...,Bm} C IF be the multi-set of roots of g. Consider the polynomials
Pi(a1,. .. tn, B1, -, ) = [y ]Esymy((y — a1)g(ar), ..., (y — wn)g ()

and
Paen(a1, ..., &, B1, ..., Bm) = Esym,(g(a1),...,8(an)).

Recalling that ¢(a) = T2, (« — B;) is symmetric in the f;, we see that the polynomials Py, . .., Py, Pgen
are symmetric in the &; and ;. By the fundamental theorem of symmetric polynomials (Theo-
rem 6.1), there are polynomials Qy, ..., Qo, Qgen such that

Qi(fO/' . '/fn—lrgO/" '/gm—l) - Pj(ﬂ(l,. . -/(Xn/ﬁll- . -/,Bm)
Qden(fO/- . '/fn—lrgO/" -/gm—l) - Pden(fxll- . '/“1’[/,31/' . /ﬁl’l’l)

It is easy to see that Pge, is @ homogeneous polynomial of degree md, so by Lemma 4.10, we
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conclude that Qgen is (n,n —1,...,1,m,m —1,...,1)-homogeneous of weighted degree md. To see
that P; is homogeneous, we expand it as

Pi(a, -t -y Pu) = [y Esymy((y — ar)g(ar), ., (y — an)g (an))

=] ¥ I1v—ap)g(e)

SCln] jes
|S|=d
= (- Z 2 [1s(a) TT ajgley).
Cln] TCS jeT jES\T
\s| =d |T[=i

Because g(«;) = [T;_;(a; — Bm) has degree m, each term in the summation above has degree
m-|T|+(m+1)-|S\T|=(m+1)d—

so Pi(aq,...,&n, B1,...,Bm) is a homogeneous polynomial of degree (m + 1)d —i. Lemma 4.10
implies that Q;is (n,n —1,...,1,m,m —1,...,1)-homogeneous with weighted degree (m + 1)d —
as claimed. 0

9.3 Computing the GCD in the border from coefficients

So far, we have seen small, shallow circuits that can compute Filter(f | ¢ # 0) in the border when
the roots of f are given as an additional input. In this subsection, we will use Corollary 6.9 to build
an equivalent circuit that computes Filter(f | ¢ # 0) when the coefficients of f and g are given as
input. Once we have this, we can compute the GCD in small size and depth by an application of
Lemma 9.2.

We start by computing Filter(f | ¢ # 0) when the coefficients of f and g are given as input.

Lemma 9.6. Let IF be any field and let n,m € N withn > m. There is a family of circuits {Cy : 0 < d < m},
defined over F(g), such that for all d € {0,1,...,m}, the circuit Cy has size O(n), depth polylog(n), and
satisfies the following.

Let f, g € F[x] be monic polynomials of degrees n and m, respectively. Suppose that deg(Filter(f |
g #0)) = d. Then the circuit C; computes

Cy(coeff(f), coeff(g)) = coeff(Filter(f | g # 0)) + O(e).

Moreover, there is an algorithm that, given n, m, and d as input, outputs the circuit Cy in O(n) time.

Proof. By Lemmas 9.3 and 9.4, there is a circuit C/; of size O(n) and depth polylog(n) that receives
the multi-set {ay, ..., a,} C IF of roots of f as an additional input and border computes polynomials
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Py, ..., Py, Pgen such that for all i, we have

Pi(lxll---/“nngz---/gmfl) . .
= [y'] Filter 0)(v).
Pdel’l(“l;---/“n,go,...,gmil) [y] (f | g 7& )(y)

Lemma 9.5 shows that there are weighted homogeneous polynomials Qy, ... Qo, Qgen such that

Pj(le,.. <7 %, 80, - '/gmfl) = Qi(f0/~~ '/fnflrg()/' . -/gmfl) Vie {01 ]-/' . Id}
Pden(“lzn 7%, 80, - ~/gm71) = Qden(fOr- . '/fnflfg()/' . -/gm—l)-

Since the polynomials Py, ..., Py, Pgen are symmetric in the a; and the polynomials Qy, ..., Qo, Qden
are weighted homogeneous, all with respect to the same weights, we can apply Corollary 6.9 to
C!,. This yields a circuit C, of size O(1) and depth polylog(n) that computes Qy, . . ., Qo, Qqen, and
this circuit can be constructed in (5(11) time. Dividing Q; by Qgen produces the y'-coefficient of
Filter(f | ¢ # 0), as desired. O

So far, we have built a near-linear-size and low-depth circuit that computes Filter(f | g # 0) in
the border. Using Lemma 9.2, we can use one filtering operation and one polynomial division to
compute the GCD of f and g.

Theorem 9.7. Let IF be any field and let n,m € IN withn > m. There is a family of circuits {Cy : 0 < d < m},
defined over F(e), such that for all d € {0,1,...,m}, the circuit Cy has size O(n), depth polylog(n), and
for all monic polynomials f,g € x| of degrees n and m, respectively, such that deg(gecd(f,g)) = d, we
have

Cy(coeff(f),coeff(g)) = coeff(ged(f, g)) + O(e).

Moreover, there is an algorithm that, given n, m, and d as input, outputs the circuit C; in O(n) time.

Proof. Let z be a fresh variable and define the polynomial F(x,z) := f(x) 4+ z - g(x), which we view
as an element of IF(z)[x]. From Lemma 9.2, we have

ged(f,g) = Filter(F | g=0) = Fﬂteigzxi?# 5

Because we assume n > m, it follows that deg(F) = n. When deg(gcd(f,g)) = d, it must be the
case that deg(Filter(F | g # 0)) = n — d. Applying Lemma 9.6, we obtain a circuit C’ of size O(n)
and depth polylog(n) that computes coeff(Filter(F | ¢ # 0)) + O(e). We then use polynomial
division with remainder (Lemma 4.2) to compute the coefficients of the quotient

_ F(x,2)
%)= Fiter(F [ g £0) 7 0(e)’
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where the numerator and denominator are viewed as elements of F(z,¢)[x]. It is clear that the
resulting circuit has size O(n), depth polylog(n), and can be constructed in O(#) time. It remains
to show that this correctly computes coeff(ged(f,g)) + O(e).

Recall Lemma 8.3 shows that when we divide two monic polynomials a and b, the coefficients
of the quotient and remainder are polynomial functions of the coefficients of 2 and b. In particular,
since Filter(F | g # 0) 4+ O(¢) is monic, the coefficients of 11(x) depend polynomially on the error
term O(e). This implies that no divisions by ¢ occur in the coefficients of h(x), so h(x)|e—o is

well-defined and equals %ﬂ?#(}) = gcd(f,g)- Thus h(x) = ged(f, g) + O(e) as desired. O

10 Open Problems

In this work, we showed that a variety of basic problems in computational algebra can be computed
in the border of algebraic circuits of near-linear size and polylogarithmic depth. Of course, the
main question left open by our work is to remove the use of border complexity from any of our
algorithms and obtain small, shallow circuits that solve these problems exactly. This task may be
particularly approachable for the polynomial GCD, a problem that can already be solved either in
near-linear time or in constant depth. Even for modular composition and the bivariate resultant, it
would be interesting to obtain near-linear-size circuits irrespective of their depth.

Key to all of our results was the ability to pass from circuits that receive the roots of a polynomial
as input to circuits that receive a polynomial’s coefficient as input while preserving the size and
depth of the circuits. This relied on a fine-grained version of a result due to Bldser and Jindal [B]19]
on the complexity of symmetric polynomials. Is it possible to prove a variant of Theorem 6.2 that
does not use border complexity? Such a result would be very interesting in its own right, and
would immediately yield exact versions of the algorithms we design in this work.

In a complementary vein, what are the limits of small, shallow circuits? For example, we know
that the resultant of two univariate polynomials can be computed by constant-depth algebraic
circuits of polynomial size. Can these constant-depth circuits have near-linear size, or is it the case
that any depth-A circuit for the resultant requires size Q(n!+4(4)), where ¢(A) is some function of
A?

More generally, it would be interesting to better understand the role of border complexity in
the design of algorithms for algebraic problems. To what extent should the results of this paper be
viewed as evidence that modular composition can be solved in near-linear time? As mentioned in
the introduction, border complexity upper bounds can be interpreted as a barrier towards proving
lower bounds with known techniques. Should we interpret such barriers as evidence towards the
existence of fast exact algorithms? Or is there a reasonable hypothesis under which some problem
requires, say, quadratic time to solve exactly, but can be solved in near-linear time using border
complexity?
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